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Challenges in using Al Methods on HPC at Scale RAISE

enter of Excellence

O
O 0
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Compute & Data-driven Use Cases — Complex Challenges RAISE

Center of Excellence
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Requirements Gathering Process — Version Challenges RAISE

Center of Excellence

" Build from source | TensorFlow X + = o e

<« C @ QO & https/fwww.tensorflow.org/install/source B w n & =

A~

Install Learn APl v Resources v More ¥ Search English ~ GitHub  Signin
ensorrlow

» Example: TensorFlow e = O

= Filte On this page
Setup for Linux and

»> Can we create an

Install TensorFlow Install Python

Version Python version Compiler Build tools CUDNN CUDA and the
automated module
Pack: package
ackages tensorflow-2.8.0 37-3.10 GCC7.3.1 Bazel 4.2.1 8.1 12 dependencies
pip
C h eC ke I fO r t h e SW Bock tensorflow-2.7.0 3739 6CC731  Bazel37.2 8.1 12 Install Bazel
ocker Install GPU
? tensorflow-2.6.0 3639 GCC7.3.1 Bazel 3.7.2 8.1 12 support
Framework RAISE saea s
0 epu . tensorflow-2.5.0 3639 GCC7.3.1 Bazel 3.7.2 8.1 12 d
suppo Download the
O (o J = GPU device plugins tensorflow-2.4.0 3.6-3.8 GCC7.3.1 Bazel 3.1.0 8.0 11.0 TensorFlow
Problems
source code
tensorflow-2.3.0 3538 GCC7.3.1 Bazel 3.1.0 76 101 Configure the build
£ N N § Sample session
S e C I I C Ve rS | O n S O u n e r | n Build from source tensorflow-2.2.0 3.53.8 GCC7.3.1 Bazel 2.0.0 76 101 i
. Configuration
Linux / macOS options
tensorflow-2.1.0 27,3537 GCce7.31 Bazel 0.27.1 76 101 P

H P C m Od u | e S O r Ot h e r A | fra m eWO rkS ::“::J:: & tensorflow-2.0.0 27,3337 GCC7.3.1 Bazel 0.26.1 74 10.0 s:g:;‘;f P

TensorFlow 2.x

to WO rk i n S p e Cifi C Ve rS i O n S tog e-t h e r Languaga bindings tensorflow_gpu-1.15.0 27,3337 GCC7.3.1 Bazel 0.26.1 74 100 GPU support

Java (5 tensorflow_gpu-1.14.0 2.7,3.33.7 GCC4.8 Bazel 0.24.1 74 10.0 TensorFlow 1.x
. Java (legacy) & Bazel build
> Pyt h O n Ve rS | O n S m u St be c tensorflow_gpu-1.13.1 27,3337 GCC 4.8 Bazel 0.19.2 74 100 options
Build the
Go (5 tensorflow_gpu-1.12.0 27,3336 GCc4s Bazel 0.15.0 7 9 package
CO rre Ct a S Wel | tensorflow_gpu-1.11.0 27,3336 GCC 48 Bazel 0150 7 9 nstall the
package
. . tensorflow_gpu-1.10.0 2.7,333.6 Gcc4a.8 Bazel 0.15.0 7 9 ED?:W Linux
uilds
A A ensorflow_gpu-1.9.1 , 3.3 azel 0. CPU-only
> E / |ff r n In P h n tensorfl 1.9.0 27,3336 GCC48 Bazel 0.11.0 7 9 I
GPU support
tensorflow_gpu-1.8.0 27,3336 GCcc4.8 Bazel 0.10.0 7 ] PP
X a n X Tested build
T T tensorflow_gpu-1.7.0 27,3336 Geeas Bazel 0.9.0 7 9 configurations

Linux

> Support AI developers for many other tensorflow_gpu-1.6.0 27,3336 6CCa8 Bazel 0.0.0 7 9 mac0s
tools like PyTorch, Horovod, Ray Tune, etc.

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem 5



Requirements Gathering Process — Module Challenges RAISE

Center of Excellence

{riedelifdp-dam0l ~]§ module spider cudnm

cubNH

e KVIDIA CUDA Deep Neural Ketwork library (culNN) is a GPU-accelerated library of primitives for deep neural networks.

> Example of Setups
> Many different versions / combinations ™=
> E.g. FZJ JSC DEEP-EST HPC System

.2.39-CUDA-11.0
.1.32-CUDA-11.3
[ziedell@dp-dam0l ~]$§ module spider tensorflow

.22-CUDA-11.5

ormation abOUT & Specific "CuDNN" module (inCluding how TO 10ad the modules) use the module's full name

[£iedel1¢dp-dan0l ~]§ module spider mecl

TensorFlow:

NeC]

Description:

Deseription:
P An open-source software library for Machine Intelligence

The NVIDIA Collective Communications Library (NCCL) implements multi-GEU and multi-node collective communication primitives thet are performance optimized for NVIDIA GEUs.

Versions:
TensorFlow/1.12.0-GPU-Python-2.7.15
TensorFlow/1.12.0-GPU-Pychon-3.6.6
TensorFlow/1.13.1-GPU-Python-3.6.8
TensorFlow/2.2.0-GPU-Python-3.6.8-1
TensorFlow/2.3.1-Python-3.8.5
TensorFlow/2.5.0-Python-3.8.5
TensorFlow/2.6.0-CUDA-11.5

.3-1-CUDA-20.2.89
3-1-CUDA-11.0

/2.11.4-CUDA-11.5

For detailed information about a specific "TensorFlow" module (including how to load the modules) use the module's full name.
For example:

For detailed information about  specific "NCCL" module (including how to load the modules) use the module's full name.

For example:

$ module spider TensorFlow/2.2.0-GRU-Bythen-3.6.8-1

§ module spider NCCL/2.7.3-1-CUDA-10.2

[riedell@dp-dam0l ~]§ module spider cuda

CUDA:

Description:
CUDA (formerly Compute Unified Device Azchitecture) is a 1lel ting platform and programming model created by NVIDIA and i by the n units (GPUs) that they produce. CUDA gives developers access
to the virtual instruction set and memory of the parallel computational elements in CUDA GPUs.

Versions:
CUDA/9.2.88
CUDA/10.1.105
CUDA/10.2.89
CUDA/11.0
CUDA/11,0.,207
CUDA/11.3
CUDA/11.5

For detailed information about a specific "CUDA" module (including how to load the modules) use the module's full name.
For example:

§ module spider CUDA/11.0.207
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Example: Detailed Knowledge of Modules Necessary RAISE

Center of Excellence

B3 Deep_DDP important bug fix 3 months ago

B3 Deep_DeepSpeed Deepspeed in Deep 6 months

> M Od u | eS #! /usr/bin/env bash B Deep_HeAT Jureca additions 5 months a

g
ago
go
B Deep_Horovod Deep modifications for Horovod and fex bu. 6 months ago
1 # Slurm job configuration £3 Deep_TensorFlow initial TF pus months ago

> Vary heavily between FERETE —rodeael o o
_Scripts ix tqdm bug months ago

| #SBATCH --ntasks-per-node=4
different HPC systems e ch [ Intasks per ot -
#SBATCH --ac count:hai_sonat B3 Jureca_DeepSpeed latest fixes 1 month ago
> 2 - 3 D ayS/M O nt h S S p e n d #SBATCH --output=output.out B3 Jureca_Graphcore added Graphcore dir and fixed Irank in CASES 2 months ago
#SBATCH --error=error.er £ Jureca_HeAT Jatest fixes 1 month ago
by reS ea rC h e rS fo r #SBATCH --time=6:00:00 B3 Jureca_Horovod latest fixes 1 month ago
M . #SBATCH --job-name=BENTF2 _

g ettl n g t h e rl g ht #SBATCH --gres=gpu:1 --partition=booster i i s e
. H P C B3 Jureca_RayTune Update Jureca_RayTune/create_jureca_env.sh 3 months ago
e nVl rO n m e nt / SySte m #1oad modules B3 Juwels_DDP Update README.md 3 months ago
ml Stages/2020 GCC/9.3.0 OpenMPI/4.1.0rcl B9 Juwels Turbulence merge 9 months ago
50

B3 PARAMETER_TUNING Update PARAMETER_TUNING/Autoencoder/. 3 months a

> Goal: UAIF Slmpllfy Setup ml Horovod/@.20.3-Python-3.8.5
ml TensorFlow/2.3.1-Python-3.8.5

Of COmpOﬂeﬂtS #activate my virtualenv

. #source /p/project/joaiml/remote_sensing/rocco_sedona/ben_TF2/scripts/env_tf2_juwels_booster/bin/activate
> E.g., automated job
#export relevant env variables

SCI’ipt generator for #export CUDA_VISIBLE_DEVICES=",1,2,3"
rlg ht module Setup #run Python program

. srun --cpu-bind=none python -u train_hvd_keras_aug.py
» E.g., re-usable scripts

Already available for the community: https://gitlab.jsc.fz-juelich.de/CoE-RAISE/FZ]/ai-for-hpc-oa
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Requirements Gathering Process — Jupyter Challenges RAISE

enter of Excellence

> |nitial ideas collected on WP2 RAISE -

> Should be transformed in a proper GIT structure
(new WP2 RAISE programmer & RAISE folks = next slide)

> Selected artefacts of different types: Jupyter notebooks of
Al codes, Kernel for Jupyter notebooks, infos links to Nvidia drivers

> Context: Concrete HPC machines and porting code between them

> Practice & experience: Shows highly unstable
environments for Al configuration and setups
(not deterministic behaviours) = room for framework idea

> Lessons learned: Pls / PHDs invested many hours to identify
issues in kernel developments with new stages
and new python versions = we need improvements!
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Requirements Gathering Process — Time Efforts Challenges RAISE

Center of Excellence

» Example of Setups e
> Tried many varieties of kernels

» Developers /Pls / PhD Students loose
~3-4 hours average by trying new
HPC machine just to get new modules
right and/or setup kernels that work
with modules

> Selected debug/solution tools not
known always, e.g., nvidia-smi,
really scalable components, etc.

> Note: Jupyter framework itself seems
not to be the problem, rather

complex hardware/software
configurations

Jupyterlab2(2020) | DEEP | rdedet | joaml

Jupyterlab2(2020) | DEEP  |redet  |joaml | mlgpu

)
)

JupyterLab 2 (2020b) DEEP | redet | joaiml mi-gpu
)

Jupyterlab2(2020) | DEEP  |redet  |joaml | mlgpu
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Requirements Gathering Process — Initial Results

RAISE

Center of Excellence

submission enabling automation
and scaling of multi-GPU
setups.

# Description Level Affected Technologies

RQ1 | Applications need to run on Hardware | DL libraries, e.g., TensorFlow,
different HPC systems without Software | Keras, PyTorch, Horovod.
detailed knowledge of
underlying package versions.

RQ2 | Proven scalability of the Software | Horovod and PyTorch-DDP
framework components. should have shown good scaling

capabilities, see findings in
Section 3.3.

RQ3 | Support for ONNX for TL and Software | DL models need to store and re-
model sharing. use ONNX models.

RQ4 | High-level access via Jupyter Software | Jupyter notebook and JupyterLab
notebook for DL modeling environments should be
including Kernels aware/choice supported by the framework.
of HPC modules.

RQ5 | Low-level access via batch Software | SSH protocols to enable low-level

access to HPC systems using
their batch schedulers.

RQ6 | Enable reproducibility by using Software | MLFlow and ClearML and
open-source description of data associated deployments on HPC
science tasks and Al models. systems re-using container

technologies.

RQ7 | Enable support for container Software | Technologies like Singularity and
technologie to enable portability Docker enable the portability
between different HPC centers between HPC systems and are
with different Al stacks. used in HPC centers, e.g., at JSC

and BSC-CNS.

RQ8 | The framework should be Hardware | Accelerators, e.g., NVIDIA GPUs,
agnostic with respect to are instrumental for DL and
accelerator types to use it with towards Exascale it is expected to
DL applications without knowing leverage other accelerator types
the details of different as well, e.g., AMD Instinct MI100.
accelerator types and underlying
libraries.

RQ9 | The framework needs to support | Hardware | Towards Exascale, large

cutting-edge 1/0 capabilities for
high performance and be able to
work with large datasets.

quantities of datasets are
expected and the 1/0O capabilities
of the framework need to leverage
the underlying hardware
infrastrastructure.

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem
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Unique Al Framework (UAIF) Co-Design Process RAISE

enter of Excellence

O
O 0
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Unique Al Framework (UAIF) Co-Design Process at a Glance RAISE

O PyTorch

Ddara

cﬁt.

u er .

"~ omputing
Driven

Use Case

Requirements &

Feedback

Data-Drive
Hardware Use Case

n

Infrastructure | Requirements &

Feedback

5 4

UNIQUE Al
FRAMEWORK

OPEN SOURCE COMMUNITY
Al & HPC BEST PRACTICES
EuroHPC & PRACE
EuroCC NCCs

Al at Exascale
Methodologies

Center of Excellence

Hardware Infrastructure

Prepare & Document available production systems at partners’ HPC centers
Examples: JUWELS (JUELICH), LUMI (UolCELAND), DEEP Modular Prototypes, JUNIQ (JUELICH), etc.

Software Infrastructure

Prepare & Document available open source tools & libraries for HPC & Al useful for implementing use cases

Examples: DeepSpeed and/or Horovod for interconnecting N GPUs for a scalable deep learning jobs

Computing-driven Use Cases Requirements & Feedback

Use cases with emphasize on computing bring in co-design information about Al framework & hardware

Examples: Use feedback that TensorFlow does not work nicely, so WP2 works with use cases on pyTorch

Data-driven Use Cases Requirements & Feedback

Use cases with emphasize on data bring in co-design information about Al framework & hardware

Examples: Deployment blueprint by using Al training on cluster module & inference/testing on booster

- UNIQUE Al FRAMEWORK (UAIF)

Living design document & software framework blueprint for HPC & Al also with pretrained Al models

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem 12



Unique Al Framework (UAIF) Co-Design Process Approaches RAISE

Center of Excellence

» Fact Sheets
» Foster initial understanding

» Living document & each Fact Sheet
per WP3/WP4 Use Case

> (Experience from many other EU projects)

> Selected Contents
> Short Application Introduction
» Clarify Primary Contacts
> Codes/Libraries/Executables
» HPC System Usage Details
> Specific Platforms & ‘where is what data’? Driven by

: : Prof. Matthias Book &
> Machine/Deep Learning Approaches of Interest Prof. Helmut Neukirchen

interaction room process

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem 13




Including Innovative Quantum Computing Hardware

RAISE

Center of Excellence

- processing-
o3 ] : = P L R . H i
(Near) Real-Time Processing ][—j [T 7o) 1—{Distributed) DL Tralnmg][ * 11 ML Hyper-parameter Tuning & NAS|| intensive RS . . .
[‘ﬂ’ 10 e applications [2] Riedel, M., Sedona, R., Barakat, C., Einarsson, P., Hassanian, R., Cavallaro, G., Book, M.,
——————————————— ‘Lv Py Neukirchen, H., Lintermann, A.: Practice and Experience in using Parallel and Scalable
ranpsipcinfrastructure || (7 )% 52" commercial Cloud CYUNIE e nied fasrucure computing Machine learning with Heterogenous Modular Supercomputing Architectures,
‘c@ PRACE (%) &> Google Cloud Vendors for Quantum Computing | infrastructures in conference proceedings of the IEEE IDPDS Conference, Heterogenous
_______ Ao T Computing Workshop (HCW), Portland, USA, 2021
L L @ IPOPS
Other Modular [ AWS EC2 & DL D-Wave innovative 2021 Portland
EU A HPC Amazon Machine Imag Systems compuﬁng
HPC g System (AMI) & Elastic Map Quantum resources
Systems B JUWELS Reduce (EMR) Example Annealer
oy x x
v v L] processing- | =i Saroe wirtarchst_cach wirarscos. oy
MPI Parallel a@ ML /DL ache a D-Wave Quantum §  technology Covid-19 Chest X-Rays Analysisl ﬁ ARDS Time Series Analysis] L%* Neuroscience & BigBrain Research ] intensive $ et ST “w‘g_";mm’ 4 B o aricsel o)
Openip|| ¥+ svm T Uibraries Lifraries Ocean sym libraries & A) . c}) A applications | . v wiw s
Modules \ .'m“ AP | e E API python | packages == 0 g —=—=—=——=—====—-—- — & ~ - Sl e dotmraigtraitd Da[g
] Mo, DeepSpeed Spa Library Code v ¥ ¥ ) P d Q
X x Infrastructure EuroHPC LUMI Supercomputer ( : m HIBALL.& Canadian computing e eyt Tranrt 1 riingulaeity') -!
bl S———" it Al p)) PRACE e - CBRAIN infrastructure mfrastructures. " doton et s\
A e samaneet § Bt conrf - ional vier urreigifgmati.con”
W wulti-core EANVIDIA. cpus| Manv-corell & Quantum Quantum ittt v e reaieoe st e s somtons S
Processors (3) Pocessors pcmp DW20000 dul dul S Y Canadian CoRAIN
(high single thread - ("Accelerators’ with low egasus Modular Modular (" Singul i ) innovative
. o o ~5000 Qubit 2000 Qubit: gularity “Docker Resource Execution| . ARDS Time Series Analy:rs
performance: ~24 cores)| performance, res, Qubits ubity \ Sysr:rg 7 Sv':tP:m Container Container - computmg
DEEP - DAM H JUWELS Enwronment .4 Enwronment 1 [ cbrain | resources
@ Parallel ML implementations still rare (MPI/ osts of GPUs of CC vendors (e.g., EC2) tough, 5/ Legend:  —
—_—————— ——— s o e e U 817 L2
@ Open source tools good, but all need to fit in versio 6 ) GPU hours are free, but time grant ..' 7 @ W \t
i i Highlighted (BB e Distri = JupvterLab Git-based Data
@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types ) CLIB,. |gw © Py @@J?m-g::ﬁ: @ [ Oalh— & Jupyter Management ?:hmbg&y
@ Look & feel of CC vendor ML services differ significantly) Wnrks not yet with multi-class problems & large data ) Experiences T Tools + ML/'l?L . Notebook Helielites
DeepSpeed et o Libraries "2 Libraries packages \ 1 Covid-19 Chest X-Ray Analysis
DH DD b= o —
i . X . . . % .. Covid-X
[3] Riedel, M., Cavallaro, G., Benediktsson, J.A.: Practice and Experience in using Parallel Covid-Net 27" & < pataset
and Scalable Machme !earnlng in Remote SerTsmg from HPC over Cloud to : Scalable Innovative Multi-core SIAVIDIA chust
Quantum Computing, in conference proceedings of the . File SS'WSE H!“"em?‘f“ Processors o
. ystem ervice ierarchies (high single thread (‘Accelerators’ with low 3.8 as = l
IEEE IGARSS Conference, Brussels, Belgium, 2021 (Lustre) } Module performance: ~24 cores) P formance, ~7000 cores) T T T
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CoE RAISE UAIF Evolution & Blueprint AISE

Center of Excellence

O
O 0
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Co-Design Evolution & Towards Realization of UAIF (V2)

-Intensive CoE RAISE Use CasesJ [?\Other Exascale HPC & Al ]

Community Use Cases
I

gompute—lntensive CoE RAISE Use Cases} [?\Data
A ) B )
Ry

Secure Sheel Access (SSH) using batch Interactive Jupyter notebooks with JupyterLab sharing
submlts to scale-up distributed training E of datasets and scripts for rapid DL model prototyping
I

API to specify required models in ONNX format
F also enabling re-usability of existing Al models
ya

API to share and re-use of Al models of the MLFlow
community platform, tools, data, and Al models

&

Slim Facade Pattern to encapsulate Wra pper-scﬁpfs for using concrete | " “HPESysterns, library conflg
oncrete use case implementations | scalability-proven Al frameworks library avallabllltv checke]
-@ \_ A \—/J

TensorFIoWﬁ.PyTorch . .. Horovod / PyTorch-DDG
Basic DL / ML Ilbrarres : Distributed Deep learning
o M)

w il‘l Basic Science yperparameter
Al Libraries F?Ahbﬁe' Tuner l. 0
Y
\‘"/_________ . S "__&
Modular Modular N ’
HPC p o HPC Apptainer Apptainer Hs(S:CSCNS
i, Container Container ystem
System System tal Envi N Mare
prototype DEEP JUWELS . A EVIonmenty o trum

processing-
intensive
applications

Reference
Architecture
elements of
CoE RAISE

unique Al

framework
for Exascale

HPC & Al

-...Methods

software
Infrastructure

hardware
infrastructure

Legend:

Tangible outputs of o
RAISE WP2 *

, as part of the unique Al

. framework layout

@ v RQ6, RQ7

Part of the framework layout plan is to provide
containers in

with prepackaged datasets
and required software stacks needed for Al models

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem

@ v RQ1, RQ2, RQ4, RQ5

L)

% Parts of the framework layout
plan is to provide Kernels for
Jupyter notebooks with correct
version setups of modules

for specific HPC Systems

@ v RQ3, Rczeg@l"

¢ Parts of the framework layout
plan is to provide lightweight &

abstract Python APIs building on

ONNX enabling exchange with
MLFlow,

etc.

6 v RQ1, RQ2

*

% Parts of the framework layout
plan is to provide a lightweight
Python API that abstracts from
low level versioning of Al
packages (with proven
scalability) and is harmonized
with different available HPC
system module versions

RAISE

Center of Excellence

- A~
Vol a’,

Continously
Updating!

[4] M. Riedel, M. Book, H.
Neukirchen, G. Cavallaro & A.
Lintermann, "Practice and
Experience using High
Performance Computing and
Quantum Computing to Speed-
up Data Science Methods in
Scientific Applications, MIPRO
2022
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HPC Systems Engineering in the Interaction Room Seminar RAISE

Center of Excellence

> CoR RAISE Interaction Room Process as Next Step

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work with WP3
& WP4 experts in an open minded way

> Process will be guided
by Prof. Dr. Matthias Book
(University of Iceland)

> Supported by Software
Engineering & testing expert

A N 101€
Prof. Dr. Helmut Neukirchen = e
Applications

(University of Iceland)
[1] Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects
CO E RAl S E @ YOUTU be with an Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software

Engineering for Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada
> Meth0|ogy aS One COE RAl S E OUtcome [5] Book, Riedel, Neukirchen, Erlingsson: Facilitating Collaboration in Machine Learning and High-Performance Computing

Projects with an Interaction Room, International Workshop on Software Engineering for eScience, IEEE 2022

HPC Systems Engineering €3 I"teraction Room
in the Interaction Room [+

Matthias Book

ATy,
s s 2 S£-CA8%  UNIVERSITY OF ICELAND
with Morris Riedel, Jilich Supercomputing Centre / Uol :’."_":l_"a’; SOM0OLOF SUMEINNIG AND IATRAL SCRNCES
and Helmut Neukirchen, University of Iceland et

| technologies

A\
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Adoption Roadmap of the Framework RASE

enter of Excellence

O
O 0
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Impact: Enlarging Co-Design & Framework Adoption RASE

European Researchers &

Target Scientific Communities
Markets
Industrial Experts HPC site certification,
Services Consulting & Training works with CoE RAISE’
in HPC/AI at Scale Toolset of Framework
European
domain-specific
Channel igi :
=00 Size of HPC
stakeholder
CoE RAISE innovation
, Open-Source 'mﬁift ““‘f'th
Technology Innovation Flarcvork g farntp | |c?ctj(cl::1n
Al/HPC Skills gL e
4 CoE RAISE

« Expand Impact »

2022-12-01 Towards adoptions of a Unique Al Framework for the EuroHPC JU Systems Ecosystem 19




EuroiPC R AISE

Center of Excellence

Adoption Roadmap of the Framework

DISCOVERER DEUCALION
i er =

European Researchers &
Ta rget SC | entlfl ¢ Com mu mtles 4,51 petaflops 5,94 petaflops 7,22 petaflops 10 petaflops
Markets

Sustained performance Peakperformance ~ sSustained performan ce  Peak performance

HPC site certification,
works with CoE RAISE’
Toolset of Framework

Industrial Experts

Services Consulting & Training
in HPC/AI at Scale

» This workshop goals: Feedback from
different NCCs working with EuroHPC
JU Hosting sites & Al activities

European
domain-specific
Channel CoEs, Digital . » NCC Greece
Twins Size of HPC
stakeholder > NCC Cyprus
innovation
Technology Innovation G Kk 8 amplification
iﬁ,ﬂ;g?kﬁ”: factors of the » NCC ICeIa nd
CoRMRE » NCC Czech Repubilic
» Others?

* Expand Impact »
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EuroiPC R AISE

Center of Excellence

Adoption Roadmap of the Framework

LEONARDO

supplied by ATOS

uppled by Hewlelt Packard Enterprise. iseat
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Adoption Roadmap of the Framework: KAROLINA Example R
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The petascale system Karolina, acquired as part of the
EuroHPC Joint Undertaking, was installed in 2021. In the
TOPS00 list, which evaluates supercomputers in terms of
their performance, it ranked 601 worldwide, 191 in
Europe, and in the Green500 list of the most energy-
efficient supercomputers, it even ranked 3 in 2021. The
HPC system is designed to respond coherently to the
needs of its user communities, addressing complex
scientific and industrial challenges, including standard
numerical simulations, demanding data analysis, and
artificial intelligence applications.

The new supercomputer reaches theoretical peak
performance of 15.7 PFlop/s, which correspends to 15.7
quadrillion floating-point operations per second

The supercomputer consists of 6 main parts:

« @ universal part for standard gumel

- data storage that provides space for 1.4 PB of user data processing and also include high-speed data storage with a speed of 1 TB/s for
simulations as well as computations in the fields of advanced data analysis and artificial intelligence.
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Compute-Intensive CoE RAISE Use Cases] [?\Data -Intensive CoE RAISE Use Cases] [?\Other Exascale HPC & Al ] intensive
) 2) ) Community Use Cases applications

' m p—g

Secure Sheel Access (SSH) using batch ]<_ Interactive Jupyter notebooks with JupyterLab sharlng] Reference
%submits to scale-up distributed training of datasets and scripts for rapid DL model prototyping Architecture
elements of
CoE RAISE

API to specify required models in ONNX format ] API to share and re-use of Al models of the MLFIow] unique Al

£ also enabling re-usability of existing Al models community platform, tools, data, and Al models = o

} G ) amewor!
~ for Exascale

Slim Facade Pattern to encapsulate Wrapper»sc‘ﬁbf; for using c.oncrete " HPCSystems, llbrar\{ config HPC & Al
oncrete use case implementations [E\ scalability-proven Al frameworks library availability checks -Mﬁthod“
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5 Basic Science yperparametel]"t?() TensorFIow&.PyTorch]"L(';() Horovod / PyTorch-DDG] software

j Al Libraries RAY e Tuner] n Basic DL / ML libraries, Distributed Deep learning J| infrastructure

ASE

Center of Excellence

@ v RQ1, RQ2, RQ4, RQ5

¢ Parts of the framework layout
plan is to provide Kernels for
Jupyter notebooks with correct
version setups of modules
for specific HPC Systems

@ v RQ3, Rczsg[il"

Parts of the framework layout
plan is to provide lightweight &
abstract Python APIs building on
ONNX enabling exchange with
MLFlow, , etc.

<

Legend:

A 4 'l.
Modular Modular ("
= Apptainer Apptainer BSC- CNS
HPC HPC . HPC System
Container Contalner
System System TATEni ¢ £ B Mare
prototype DEEP JUWELS AJ nvironmen Aj nvironmen Nostrum

-..._

@ v RQS6, RQ7

<+ Part of the framework layout plan is to provide
containers in - with prepackaged datasets
and required software stacks needed for Al models

Tangible outputs of
RAISE WP2
. as part of the unique Al
framework layout

IT4Innovation

» Vit Vondrak (not in workshop)
» Tomas (hopefully in workshop)

> TBD: Check what SW already installed &
clarify access for CoE RAISE for scripts, etc.?
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@ v RQ1,RQ2

¢ Parts of the framework layout
plan is to provide a lightweight
Python API that abstracts from
low level versioning of Al
packages (with proven
scalability) and is harmonized
with different available HPC
system module versions
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Summary: Unique Al Framework Overview RASE

RAISE

 USECASE ~

~ Developments

Joint Use-Case Open-Access Database 1 already heavily using and contributing

Services

Scalable Use-Case-Specific Al Methods

Generalizable and Scalable Al Methods g
ique Al Frame
System-Adapted Start Scripts
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Summary of Framework Realization Process

Requirements WP3, WP4

Out-Reach via CoE RAISE

Application

Different Use Cases
Channels /
Co-Design Input
WP6
— Adoption by

HPC & Al
Communities &
EuroHPC JU HPC

Systems

Dissemination

Raise

In-Reach Awareness

WELCOME
RAISE CoE Semin:
Distributed Deep Le:

WELCOME
RAISE CoE Training: Towards a CoE RAISE Unique
Al Softw:
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Encourage Adoption Sub-Task Sub-Task Methods
. . | Framework Release
via Interaction Rooms 243 )
S Candidate Artefacts _ 3-4-2 Tasks
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Infrastructure &
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Q&A: NCC Feedback for Adoption?

Target
Markets
Industrial Experts
Services Consulting & Training
in HPC/AI at Scale
Channel

Technology Innovation

European Researchers &
Scientific Communities

European
domain-specific
Coks, Digital
Twins

CoE RAISE
Open-Source
Framework &
Al/HPC Skills

Expand Impact

HPC site certification,
works with CoE RAISE’
Toolset of Framework

Size of HPC
stakeholder
innovation
impact with
amplification
factors of the
CoE RAISE
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