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Challenges in using Al Methods on HPC at Scale RAISE

enter of Excellence
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Complex Challenges of a wide area of Toolsets & Skillsets RAISE

Center of Excellence
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Toolsets Addressed via UAIF (= see previous talk)

Compute-Intensive CoE RAISE Use Cases Data-Intensive CoE RAISE Use Cases ,P‘eOther Exaseale HPC & Al
Community Use Cases
A B ) (ol
Ry ./

Secure Sheel Access (SSH) using batch Interactive Jupyter notebooks with JupyterLab sharing
submlts to scale-up distributed training E of datasets and scripts for rapid DL model prototyping
I

API to share and re-use of Al models of the MLFlow
community platform, tools, data, and Al models

API to specify required models in ONNX format
F also enabling re-usability of existing Al models
) G I

.

Slim

g A

im Facade Pattern to encapsulate Wra pper-scﬁpfs for using concrete | " “HPESysterns, library conflg
‘Uoncrete use case implementations | scalability-proven Al frameworks ; library avallabllltv checke]
H i
\_/

TensorFIoWﬁ.PyTorch . .. Horovod / PyTorch-DDG
Basic DL / ML Ilbrarres : Distributed Deep learning
o M)

w il‘l Basic Science yperparameter
Al Libraries F?Ahbﬁe' Tuner l. 0
K} \ -/ s
\I/———————-— -—-—-—-—-—-—L ———————— -h,&
Modular Modular N ’
HPC p o HPC Apptainer Apptainer Hs(S:CSCNS
i, Container Container ystem
System System FAl Environment Mare
prototype DEEP JUWELS A Nostrum

processing-
intensive
applications

Reference
Architecture
elements of
CoE RAISE

unique Al

framework
for Exascale

HPC & Al

-...Methods

software
Infrastructure

hardware
infrastructure

Legend:

@ v RQ6, RQ7

Tangible outputs of .

%+ Part of the framework layout plan is to provide
containers in

RAISE WP2
), as part of the unique Al
framework layout

with prepackaged datasets
and required software stacks needed for Al models
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@ v RQ1, RQ2, RQ4, RQ5

¢ Parts of the framework layout
plan is to provide Kernels for
Jupyter notebooks with correct
version setups of modules
for specific HPC Systems

@ v RQ3, Rczeg@l"

¢ Parts of the framework layout
plan is to provide lightweight &

abstract Python APIs building on

ONNX enabling exchange with
MLFlow,

etc.

6 v RQ1, RQ2

*

% Parts of the framework layout
plan is to provide a lightweight
Python API that abstracts from
low level versioning of Al
packages (with proven
scalability) and is harmonized
with different available HPC
system module versions

/ ﬁ RAISE

Center of Excellence
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Continously
Updating!

[4] M. Riedel, M. Book, H.
Neukirchen, G. Cavallaro & A.
Lintermann, "Practice and
Experience using High
Performance Computing and
Quantum Computing to Speed-
up Data Science Methods in
Scientific Applications, MIPRO
2022



Compute- and Data-driven Use Cases — Data & Modeling RAISE
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Al for wetting hydrodynamics

Macroscale ~ Tmm
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Center of Excellence

Use Cases — Many Al Models & Hyperparameter Relevance RAISE
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WP2 - Al- & HPC-Cross Methods at Exascale in a nutshell RAISE

1€
> WP3 (Compute-Driven Use-Cases towards Exascale) OQ @ 9 (,)

> WP4 (Data-Driven Use-Cases towards Exascale

» Developments in these WPs will be
supported by the cross-linking activities of WP2
> E.g. scaling machine & deep learning codes @
with frameworks like Horovod/Deepspeed
» E.g. introduction to new Al methods such

as Long-Short Term Memory (Time series) &

> E.g. data augmentation approaches

E.g. benchmarking HPC machines and offer
also pre-trained Al algorithms (i.e., transfer learning)

CoE stakeholders
& customer

® Management

> E.g. offer neural architecture search methods for ® Al L HPC-Cress Mothods

D
t

at Exascale ® Business Development
0

hyperparameter — tuning in semi-automatic way PRt i

a-Driven Use-Cases
d
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Lessons Learned of HPC/AI Methods Matrix Process RASE

enter of Excellence
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HPC Systems Engineering in the Interaction Room Seminar RAISE

Center of Excellence

> CoR RAISE Interaction Room Process as Next Step

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work with WP3
& WP4 experts in an open minded way

> Process will be guided
by Prof. Dr. Matthias Book
(University of Iceland)

> Supported by Software
Engineering & testing expert

A N 101€
Prof. Dr. Helmut Neukirchen = e
Applications

(University of Iceland)
[1] Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects
CO E RAl S E @ YOUTU be with an Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software

Engineering for Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada
> Meth0|ogy aS One COE RAl S E OUtcome [5] Book, Riedel, Neukirchen, Erlingsson: Facilitating Collaboration in Machine Learning and High-Performance Computing

Projects with an Interaction Room, International Workshop on Software Engineering for eScience, IEEE 2022

HPC Systems Engineering €3 I"teraction Room
in the Interaction Room [+

Matthias Book

ATy,
s s 2 S£-CA8%  UNIVERSITY OF ICELAND
with Morris Riedel, Jilich Supercomputing Centre / Uol :’."_":l_"a’; SOM0OLOF SUMEINNIG AND IATRAL SCRNCES
and Helmut Neukirchen, University of Iceland et

| technologies

A\
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Interaction Rooms with WP3/WP4 Teams
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Architecture Canvas

IR Mural Links

app.mural. hiast

k885 hit

k8855/1621377866397/8613¢384d54{66fbSe78599ff307adce8a9090c0?sender=ul5e3008bb41d6628a5bb5701

IR3.1 Turbulent Flow: https:

IR3.2 Clean Energy: https://app.mural.cc

k8855/m/matthiasbook8855/1621377887905/cb44

a3eedd3bb9964fbfa36afl 6b1bfecce085f?sender=ul5e3008bb41d6628a5bb5701

k8855/1621377959022/0¢363886£24833ecb19b025d87324b57fd50e2db?sender=ul5¢3008bb41d6628a5bb5701

3874998?sender=ul5e3008bb41d6628a5bb5701

IR3.3 Flows: https:/app.mural hiasbook88S5. hit

IR3.4 Engine Design: https://app.mural.co/t hiasbook8855/m/matthi k8855/1621377976343/8d7aba6be09af3b2{fd305d2709¢53661ac889d?sender=ul5¢3008bb41d6628a5bb5701

IR3.5 Coating: | mural.co/t thiasbook8855, thiasbook8855/1621377991014/7a5d7eleaf230178342d1e1d4a84d656d9055d52?sender=ul5¢3008bb41d6628a5bb5701

IR4.1 Fund: 1 Physics: https:/app.mural.co/t/matthiasbook885. hiasbook8855/1621378007555/6f0d5285feacc5eafa515bd6676e84d8b4879d39?sender=ul 5¢3008bb41d6628a5bb5701
IR4.2 Seismic https://app.mural.co/t/ hiasbook885. hiasbook8855/1621378023838/a0b9503abb837ae: Ibb8d9adt

IR4.3 Manuf: ing: https://app.mural.co/t/matthiasbook8855/m/ book8855/1621378038069/93df6fa7a41093f4eaac7be9d72979de2bad2b9d?sender=ul 5¢3008bb41d6628a5bb5701
IR4.4 Sound E : https://app.mural.co/t/ hiasbook885. hiasbook8855/1621378050431/b5fa12219002404059f90a4bbb0101 fa379a8503?sender=ul5e3008bb41d6628a5bb5701

In addition to WP2 Monthly Meetings & Monthly Trainings
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Cross HPC/Al Methods Initial Evolution (M0 = MS8)

Problem Canvas

Data Canvas

Table 6: Use-case vs. Al-methods matrix

10 Mox ooine

g @

7 &

ol Comnected  softmax

RAISE

Center of Excellence

—> i il

Ououe:
babiter

W

Use Case

AE

PIML

ANNs

Details

CAE

RBF-
ANN

U-Net

CNN

RESNET

NO

SMs

GN

<

LSTM

GRU

FNO

AR

ARMA

ARIMA

JEDI-
net

Al for turbulent boundary layers

Use-Case vs. Al-Methods w a2 E
< < @ = = @
a z <| = e | E -

Turbulent boundary layers X X X X X X

Wind farm layout optimization X X X

A for data-driven models in reacting flows X X

Smart models for next-generation aircraft X X X X

engine design

Wetting hydrodynamics b 4 X X X

Event reconstruction and classification at the X X X

CERN HL-LHC

Seismic imaging with remote sensing - oil and X X X

gas exploration and well maintenance

Defect-free metal additive manufacturing X X X

Sound engineering X X X X

Al for wind farm layout
optimization

Architecture Canvas

Ca,
ol
Continously
Updating!

SeAuRD) [apop

Al for data-driven models in
reacting flows

Smart models for next generation
aircraft engine design

Al for wetting hydrodynamics

Event reconstruction and
classification at the CERN HL-
LHC use case

Seismic imaging with remote
sensing for energy applications

Detect-free metal additive
manufacturing

Sound Engineering
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Cross HPC/AIl Methods Initial Evolution (M12)

Use Case

AE PIML | ANNs CNN

NO

LSTM | GRU

Details

RBF-
ANN

U-Net | RESNET

AR

ARMA | ARIMA

JEDI-
net

Al for turbulent boundary layers

Al for wind farm layout
optimization

Al for data-driven models in
reacting flows

Smart models for next generation
aircraft engine design

Al for wetting hydrodynamics

Event reconstruction and
classification at the CERN HL-
LHC use case

Seismic imaging with remote
sensing for energy applications

Detect-free metal additive
manufacturing

Sound Engineering

Problem Canvas
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Architecture Canvas
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Center of Excellence

Use Case

AE

PINN

ANNs

CNN

NO SMs

GNN

RNN GAN

SVM

Derails

CAE

ANN | REBF-

ANN

U-Net

RES | FNO | AR | ARMA

NET

ARIMA

MLPF

JEDI- WGAN

net

LSTM | GRU

Al for turbulent boundary layers

Al for wind farm layout
optimization

Al for data-driven models in
reacting flows

Smart models for next
generation aircraft engine
design

Al for wetting hydrodynamics

Event reconstruction and
classification at the CERN HL-
LHC use case

Seismic imaging with remote
sensing for energy applications

Detect-free metal additive
manufacturing

Sound Engineering
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Latest-Greatest: Cross HPC/Al Methods Table (M18)

Interaction Room results:

> Update of Matrix

» Components relatively constant

& common

» Methods change & new methods
added (e.g., Transformers, RFs)

Problem Canvas
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RAISE

Center of Excellence

Use Case

ANNs

CNN

NO

TF SVM

Details

ANN | RBF-

ANN

RES
NET

FNO

Swin

Al for turbulent boundary
layers

Al for wind farm layout
optimization

Al for data-driven models
in reacting flows

Smart models for next
generation aircraft
engine design

Al for wetting
hydrodynamics

Event reconstruction and
classification at the
CERN HL-LHC use case

Seismic imaging with
remote sensing for
energy applications

Detect-free metal additive
manufacturing

SeAuRD) [apop

Sound Engineering

Architecture Canvas
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Lessons Learned Example: Role of Hyperparameters RAISE

enter of Excellence

P —_
—

W/ N
Use Case AE | PINN ANNs CNN NO GNN RNN GAN TF
WELCOME
Details CAE ANN | RBF. | U-Net | RES | FNO | MLPF | GAT | LsTm | GrRU | weaN | MViT | ViViT | Swin RAISE CoE Seminar:
ANN NET Hyperparameter Tuning with Ray Tune
7 Prof. Dr. - Ing. Morris Riedel et al.
Alfor turbulentboundary | X | X[ X X Pig e o
layers ,/ . 2021-10-29, RAISE CoF Seminar Hiperparameer Tulhg with Roy Tine
% s B -
Al for wind farm layout X ;’ X el
optimization A7
v
Al for data-driven models X X /»’
in reacting flows ’¢ —=
Feature Representation / Value
Smart models for next X X ,/ d Conv. Layer Filters 48,32, 32 Examples of
generation aircraft - | | Conv. Layer Filter size | (3,3,5), (3,3,5), 3,3,5) | Hyperparameters
engine design ,’ - - Dense Layer Neurons 128,128 .
2 —_— Optimizer SGD for a Convolutional
; P - Loss Function mean squared error
ﬁ]ygor(r;getg?ngms X X X ,’ K - =T Activation Functions ReLU Neural Network
n 'A/ e - Training Epochs 600 (CN N)
- .
Event reconstruction and ’,»’X - - - R]Ziﬁ:;g:te 510
classification at the A =T Learning Rate D 5% 10-6
CERN HL-LHC use case P g L —— - e:mni‘ ate Decay I x
o = E
Seismic imaging with X X X X - —ﬂ(- X X X X ac. . ar.ige results
remote sensing for T basically in a new model
energy applications ..——"
Detect-free metal additive X X X X X X
manufacturing
Sound Engineering X X
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Lessons Learned Example: Role of Quantum Computing RASE

Center of Excellence

- processing-
[‘d; (Near) Real-Time Processing ][—_‘gl [Ts 1jo] i~ Distributed) DL Training][ wia ML Hyper-parameter Tuning & NAS|| intensive RS ) . .
- = e applications [2] Riedel, M., S?dona, R, Bfarakat, (o Elnarssonf P., Hassanlarﬁ, R., (;aval!aro, G.,
--------------- $- """ ——-y Book, M., Neukirchen, H., Lintermann, A.: Practice and Experience in using Parallel THANKS FOR JOINING
paneetPCinfrastructure | ()% K527 commercial Cloud 9U~|@Juench Unified Infrastructure|  computing and Scalable Machine learning with Heterogenous Modular Supercomputing S Sup:ﬁ'rstfvi‘:fo?ﬁg'c';ﬁ;e e
‘c@ PRACE (=) Google Cloud VE"dOff‘-@ for Quantum Computing | infrastructures Architectures, in conference proceedings of the IEEE IDPDS Conference, Prof . Ing. Morrs Redel et al.
_______ " L — -  — Heterogenous Computing Workshop (HCW), Portland, USA, 2021

Other . Modular D AWS EC2 & DL D-Wave innovative
EU A HPC Amazon Machine Imag Systems computin
HPC 2 System (AMI) & Elastic Map Qo ’esofzmeg % IPDOPS
Systems i JUWELS Reduce (EMR) Example Annealer 2021 Portland
A T L L
v v v processing- | LI o wttarscos)_cch witarscon e
. . s
a MPI Parallel a@f ML/ DL a i ac?e a D-Wave Quantum chhnofogy Covid-19 Chest X-Rays Analysisl ﬁ ARDS Time Series Analysis] M Neuroscience & BigBrain Research ] intensive § amert SnuanunIT m‘g_“_:twm’ o St mtarscresl i)
OpenMPf| - svim Libraries Liraries Ocean g SVM libraries & A) . C) A applications | .. v wae e e
Modules o~ e LT AP || e APl *oeython | packages 0 0 g ————-—-—-—----—~- — ~ - i narq
] Mo, DeepSpeed Spa Library Code v ¥ ¥ ) P d \a
vy w x Infrastructure EuroHPC - LUMI Supercomputer % HIBALL & Canadian computing | £ e e
bl Pe—— Pttt et —— D) PRACE 3 iy CBRAIN infrastructure mfrastructures. . goaton s gt ! 's\
. Bit <onflg - gloml uier. e -
W multicore Many-core § g gy Quantum Quantum gy mmm i m——m K J———— Y. |
Processors Processors Chip chip ¥ Y Sy p— Canadian CBRAIN
igh si (Accelerators’ with low Pegasus DW2000Q Modular _Modular () . f anadian i 2
per(f:Irgmh::\lgel_e::;iz‘ies) - performance, ~ res e ~5000 Qubits 2000 Qubits 7 HPC HPC Singularity “Docker - | Resource Execution| mnovagve ARDS Time Series Analysis
\ system || & System Container Container - computing Trr———— )
DEEP - DAM || 2 Juwes |_ (8 Environment docker E“"'m“me“t : GEEm | resourees - = : ,
@ Parallel ML implementations still rare (MPI/ osts of GPUs of CC vendors (e.g., EC2) tough, ;/ Legend: o S S o~
7 CE TN e, W e A T <N
@ Open source tools good, but all need to fit in versio 6 ) GPU hours are free, but ires time grant piep - @ v v ¥ »
i : Highlighted (BR - Distri N JupvterLab Git-based Data y
@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types ) ch B" gw 2 @@J?m;r':l:t‘i: @ [ =~ & lupyter Management gl‘,e:hnofog&y .
@ Lock & feel of CC vendor ML services differ significantly) Wnrks not yet with multi-class problems & large data ) Experiences i 12 Tools + ML/'l?L . Notebook DG[S !j LS
DeepSpeed weserrio Libraries M iorer |jpraries d packages \ Covid-19 Chest X-Ray Analysis
55‘ DD] P e ‘_ Covid-X
Covid-Net J“py‘e' & * Dataset

[3] Riedel, M., Cavallaro, G., Benediktsson, J.A.: Practice and Experience in using Parallel _
and Scalable Machine learning in Remote Sensing from HPC over Cloud to : : Scalable Innovative Multi-core SVIDIA S
Quantum Computing, in conference proceedings of the File | Storage Memory Processors o

IEEE IGARSS Conference, Brussels, Belgium, 2021

System | Service Hierarchies (high single thread - (‘Accelerators’ with low
(Lustre) J Module i performance: ~24 cores) performance, ~7000 cores)
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Summary & Q&A RAISE

Center of Excellence
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Summary: Unique Al Framework Overview

JASE
" USECASE "
~ Developments

already heavily using and contributing

Joint Use-Case Open-Access Database

Scalable Use-Case-Specific Al Methods

M

Generalizable and Scalable Al Methods g
ique Al Frame
System-Adapted Start Scripts
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Summary: Working on Cross-Sectional HPC / Al Methods

Requirements WP3, WP4

QOut-Reach via CoE RAISE

Application

Different ’ Use Cases
You TUhe Channels /
Co-Design Input
WP6

Adoption by (new)
HPC & Al Communities,
domain-specific CoEs, or

Dissemination

Y- RAISE Bm= Digital Twins

WELCOME
RAISE CoE Seminar:
Distributed Ded

RAISE Bm

WELCOME
RAISE CoE Seminar:
Brief IntroductiGu e aas s

Raise
Awareness

In-Reach

WELCOME
RAISE CoE Seminar:

MLOps with ClearML Share & Describe Cross-

Sectional HPC/AI

WP3, WP4

Al Methods Trainings &
Encourage Adoption
via Interaction Rooms

Methods alongside the
Unique Al Framework
Components

Sub-Task
253

Cross-Sectional
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HPC/AI Methods Fine Tuning

Perform Al Support &

Training to use case
developers to scale novel
Al/HPC Methods
towards Exascale

HPC / Al Methods

RAISE

Center of Excellence

Jointly Develops
Unique Al

Framework

Sub-Task 2.5.1

Collect & Realize
requirements of use

—

e Task
matrix overview 2.4
Support YouTube
WP6 Trainings
—
Use
WP3, WP4 Cases

Su b-Ta;k-

2.5.2 Tasks

2.1,2.2,2.3

Infrastructure &
Benchmarking
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Q&A: NCC Feedback for Adoption? RAISE

Center of Excellence

European Researchers &

Target Scientific Communities
Markets
Industrial Experts PR e HPC site certification,
Services Consulting & Training DT domain-speciric A works with CoE RAISE'
in HPC/AI at Scale Toolset of Framework
Use Case AE | PINN ANNs CNN NO GNN
European Details CAE ANN ':ABI: U-Net Zg FNO | MLPF
domain—specific Nttty | X
Channel CoEs, Digital ’ ;
T‘:vin? Size of HPC o X
stakeholder o " ‘
coE RAISE |nn0uat|0n Smartr;mdelsfornne)t X
" . generatan aircraf
engine design
pology novat el moitcoion Wl =5 A ]
Technology Innovation &0 Framework & B ];amtp | |caf {En Zydm(mmﬂ d :
N : actors of the Cone
A[/H PC Skl[ b COE RAISE CIERNﬁHL‘LHC(\:r;ecase
Selsmlc\maslngwm X X X X X X
enorayspplcans l .
Detect-free metal cditive | X X X
Expand |mpact manufacturing

Sound Engineering X X
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