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WP2 Meeting July — Welcome & Agenda

1. Approval of minutes from Monthly Meeting June 2022
> (All), ~5 Min

2. Review WP2 Status on Interaction Rooms
> (Morris Riedel, Matthias Book, Helmut Neukirchen), ~10 Min

3. September Review Preparation (M21)
> (Morris, Andreas, et al.), ~20 Min

4. Realization of Al Framework
> (Eray, Morris et al.), ~10 Min

5. Status WP2 Training Plans
> (Morris et al.), ~5 Min

Thanks for joining
in vacation period!

6. Compelling Scoreboard Review & Next Steps
> (All), ~10 Min
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Agenda Item (1) — Minutes Approval — June 2022 RAISE

O
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Minutes Approval — Monthly Meeting June 2022 RAISE

Center of Excellence

> Minutes available in BSCW
> https://bscw.zam kfa-juelich.de/bscw/bscw.cqi/3340884
» TBD(all): Any objections or additions/changes?

Mrs Riedel » @ RAISEWP? > Issues

gren e 2 (8flels -] aine 1 2022_01_31_Monthly_Meeting_January_2022 v 2 MRiedel 2022-02-28 11:10
Recent searches ~ | Search or fier resut. Due date = Slides & Materials from Meeting 2022-01-31

& - Create Fact Sheet Task 44 Sound Engineerin s @ - 2 i 03 %

#21 - created 3 minutes ago by Morris. R\gdd G)QWPZ Fact Sheet Collection Completed £ Apr 30, 2021 updated just nn\jr j 2022JZ,Z!,MOM’“,,MMIIQJ&MI”LZDZ2 - 2 MR'M" 2022-03-30 09:41

B - Create Fact Sheet Task 4.2 Seismic Imaging @2 Slides & Materials from Meeting 2022-02-28

#20 . created 8 minutes ago by Morris Riedel () WP2 Fact Sheet Collection Completed €3 Apr 30, 2021 updated just now ’

ot st s £ it s> 7202203 30_Monthly Meeting March 2022 v 2 Kaine 2022-04-29 10:23
#18 - created 1 month ago by Morris Riedel ( WP2 Fact Sheet Collection Completed &9 Apr 30, 2021 updated just now Slides & Materials from Meelmg 2022-03-30

B - Create Fact Sheet Task 3.1 Turbulent Flow % @2

#17 - created 1 month ago by Moris Riedel ) WP2 Fact Sheet Colection Completed £ Apr 30, 2021 updated 16 minutes ago “ 2022 04 29 Monthly-Meeting April 2022 - 2 M.Riedel 2022-05-31 11:23
- Create Fact Sheet Task 41 Fundamental Physics @2 .

5 o( «:m:ff:ng:::;m:s Rxed‘el‘ '}T}W Fact sheet Collection Completed € Apr 30, 2021 updated : ago Slides & Materials from Meeting 2022-04-29
- heet Task 3.2 Cl 1 @2 ® : 2 Ty

T cened o a0 o onts R @ et Colection complet £ 6130 2021 et 1 e 3 2022_05_31 Monthly_Meeting May 2022 v £ [Ratine 2022-06-27 13:03
B - Create Fact Sheat Task 3.5 Coating s @ Slides & Materials from 2022_05_31 Monthly_Meeting May 2022

#13 - created 1 month ago by Morris Riedel ( WP2 Fact Sheet Collection Completed €3 Apr 30, 2021 updated just now g

- Used Doodle for WP2 Moty Meetng Aprl 2021 te & Time s @: 2022_06_28 Monthly_Mesting_June 2022 - e MRisdel DAL
#12. created 1 month a0 by Morris Redel (9V1P2 Monthl Meeting - April 2021 £ Apr 30 updated 14 minutes ago Sides & Materials from Meeting 2022-06-28

B - Create Fact Sheet Task 3.3 Reacting Flows & Task 2.4 Engine Design Py s

#11 - created 1 month ago by Morris Riedel (D WP2 Fact Sheet Collection Completed €3 Apr 30, 2021 updated 12 minutes ago q i - 295M M n.=a=| » 022-06-28 13:16
- Used Doodle fc hi i i @0 N . -

D T e A (e T AR ) LIE) e e 2022-06-28-Monthly-M 1.docx v 468K Katrine 2022-07-28 14:51
B - Create WP2 Expertise Matrix Draft and Circulate for WP2 Review ® @o

£7. crested 2 monis ag0 by Morrs Riedel (D WP2 Expertse Matrixbists €3y 31,2021 updated 15 minutes ago
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Agenda Item (2) — Review WP2 Status on Interaction Rooms RAISE
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Interaction Rooms via MURAL Boards & Milestone Inputs RAISE

Center of Excellence

Problem Canvas Data Canvas

£-wp2
:

"Actions & Scoreboard

O
e

Follow-through & Compelling Scoreboard

& Fact Sheets

O
&

Fact Sheets & Materials

= i
] Interaction Rooms
] = “IR Mural Links
5 B : “IEOLe | T —
::: :; : : :::f M Interaction Room 3.4 P - “*“‘”‘Lf“‘”’
- - o . . N Fa e - &
ehtEC AN SHOL S Engine Design GnsEOL+ T ! D # |_|brary
Model Canvas Architecture Canvas
. e
IR Mural Links
IR3.1 Turbulent Flow: https:/app.mural hiasbook885 hiasbook8855/1621377866397/8613c384d54f66fbSe 78599130 7a4ce8a9090c0?sender=ul 5e3008bb4 1d6628a5bb5701
IR3.2 Clean Energy: https://app.mural.cc hiasbook8855/m/matthiasbook8855/1621377887905/cb4dcca3eedd3bb9964fbfa36af] 6b1bfece0852sender=ul 5e3008bbd 1d6628a5bb5701

?sender=ul5e3008bb41d6628a5bb5701

> IR3.3 Reactive Flows: https:/app.mural.co/t/matthiasbook8855/m/matthiasbook8855/1621377959022/0¢363886{24833ecb19b025d87324b57fd50e2db?

IR3.4 Engine Design: hitps://app.mural.co/t 8855/m/ K8855/1621377976343/37aba6be09af3b2fd305d21709¢5366 1ac889d?sender=ul 5¢3008bb41d6628a5bb5701
TR3.3 Coating: | el st PaSDOOKRS oo 102137700 10 14/ TasdTc catos0 | T83a2a1e| QAaBaq050a003 352 Tsender=u | 5C300800 | 1602825005 101
IR4.1 Fund I Physies: hitps://app.mural.co/t/matthiasbook885 hiasbook8855/1621378007555/6/0d528 S feaccSeafas 1 5bd6676e84d8b4879d39?sender=u15¢3008bba1d6628a5bbS 701
IR4.2 Seismic Imaging: https://app.mural.co/tmatthiasbookSSS hiasbook8S55/1621378023838/a0b9503abb83 7ac bb8d9adbec338749982sender=ul Se3008bb41d6628a5bbST01
@ IR4.3 Manufacturing: https://app.mural.co/tmatthiasbook8855/m/matthiasbook8855/1621378038069/93df6faTa4 1093 f4caae 7bedd72979de2bad2bdd2sender=ul 5e3008bb41d6628a5bb5 701
@ IR4.4 Sound Engincering: https://app.mural.co/tmatthiasbook8SS hiasbook8SS5/1621378050431/b5fal 221900240405990a4bbb0101 fa379a8503?sender=ul 5¢3008bb41d6628a5bb5701

> 2nd Iteration with all teams completed — Strategy for Task 3.4 has been discussed!
> https://bscw.zam.kfa-juelich.de/bscw/bscw.cgi/3591551
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MURAL Board contents for Deliverables & Milestones

Problem Canvas

Data Canvas

smaller inputs smaller inputs
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RAISE

Center of Excellence

o Bwe2
] G &l Actions & Scoreboard
Follow-through & Compelling Scoreboard
m™ & Fact Sheets
Fact Sheets & Materials
M G & Interaction Rooms
] | ‘IR Mural Links
1 &8 & Library
IR Mural Links
IR3.1 Turbulent Flow: https://app.mural hiasbook885. hiasbook8855/1621377866397/8613¢384d5466fb5e78599ff307a4ce829090c0?sender=ul5¢3008bb41d6628a5bb5701

IR3.2 Clean Energy: https:/app.mural.cc hiasbook8855/m/matthiasbook8855/1621377887905/cb44cca3eedd3bb9964fbfa36afl 6b1bfece085f?sender=ul5¢3008bb41d6628a5bb5701

IR3.3 Flows: https:/app.mural.co/t hiasbook8855/m/ hiasbook8855/1621377959022/0¢363886f24833ecb19b025d87324b57fd50e2db?sender=ul5¢3008bb41d6628a5bb5701
IR3.4 Engine Design: https://app.mural.co/t hiasbook8855/m/ hiasbook8855/1621377976343/8d7ababbe09af3b2ffd305d2f709¢53661ac889d?sender=ul5¢3008bb41d6628a5bb5701

IR3.5 Coating: | mural thiasbook8855, hiasbook8855/1621377991014/7a5d7e1eaf230178342d1e1d4a84d656d9055d52?sender=ul5e3008bb41d6628a5bb5701

IR4.1 Fund I Physics: https://app.mural.co/t/ hiasbook8855/: hiasbook8855/1621378007555/6f0d5285feaecSeafa515bd6676e84d8b4879d39?sender=ulS5e3008bb41d6628a5bb5701
IR4.2 Seismic https://app.mural.co/t/ hiasbook885. hiasbook8855/1621378023838/a0b9503abb83 7ae: Ibb8d9adbec338749982sender=ul5e3008bb41d6628a5bb5701
IR4.3 Manuf: ing: https://app.mural.co/t/ hiasbook8855/m/ hiasbook8855/1621378038069/93df6fa7a41093f4caac7be9d72979de2bad2b9d?sender=ul5¢3008bb41d6628a5bb5701
IR4.4 Sound E: ing: https://app.mural.co/t/ hiasbook885. hiasbook8855/1621378050431/b5fa12219002404059f90a4bbb0101fa379a8503?sender=ul5e3008bb41d6628a5bb5701




Interaction Room Status & Discussions — WP3/WP4 Overview RASE

Center of Excellence

()
M»o . ) @
> WP3 (second round IRs)
> T3.1: Turbulent Flow = done e P
. . \o
» 13.2: Clean Energy - done v) Continously Updating 4+

> 13.3: Reactive Flows = done

— ‘ .\/ i
Real-World Canvas 1y y—
h ﬂ‘ ~F Al

ANN
(ﬁ | At for tw undary layers X i
Y A
i layout

e [

> 13.4: Engine design = done

» 13.5: Coating = done

.................

Problem Canvas

dlassifi
LLLLL

seaue) ainpaydly | /7

> WP4 (second round IRs)

aaaaaaaaaaaaaaa

» T4.1: Fundamental physics = done

Decomposition Canvas | W [

> T4.2: Seismic imaging = done
> T4.3: Manufacturing = done
» T4.4: Sound engineering = done

> Next round Interaction Rooms after Review
> Carve out more details on Al/HPC methods
> Contribute to the Unique Al Framework

> 2nd iteration of Interaction Rooms = done  , Update our HPC/Al Methods Matrix
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Cross HPC/AIl Methods Table — IR Results (D2.10)

v Interaction Rooms

1)
©
>
C
IS

)
£

°

re]
[e)
o

o

v Update of Matrix

v Components relatively
constant & common

v Methods change & new
methods added
(e.g., Transformers, RFs)

Real-World Canvas

SeAuE) IMPaiYdlY | /

Decomposition Canvas
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Input to Deliverable D2.10

RAISE

Center of Excellence

Use Case

PINN

ANNs

CNN

NO

TF SVM

Details

CAE

ANN

RBF-
ANN

U-Net

RES
NET

FNO

MLPF

GAT

LSTM

GRU

WGAN

MviT

ViviT

Swin

Al for turbulent boundary
layers

Al for wind farm layout
optimization

Al for data-driven models
in reacting flows

Smart models for next
generation aircraft
engine design

Al for wetting
hydrodynamics

Event reconstruction and
classification at the
CERN HL-LHC use case

Seismic imaging with
remote sensing for
energy applications

Detect-free metal additive
manufacturing

Sound Engineering




Co-Design of SW Framework — IR Results (see D2.10) AISE

Center of Excellence
processing- o Fenewable Energy & processing-
[,( t Take off & Landing (acoustic field relevant too) ] l Saving Fuel on Airplanes (e.g., cruise flight) ] ‘ Intenstye [ @s}. Windfarm Optimization ][Q.‘? €02 Redustion ][ it Predictions of generated Power mte.ns[.ve
A A~ applications applications
et betntientientienetctiontiontion Jenteitmtion

Drag reduction & Predict Friction Drag for

N ---3
PRI Auto .
P: 't t it European HPC
parameter setups (Relationship Drag reduction d( ArAMELErSpace optimization Modeling P

- Wind Farm computing o
creeeers -~ jj E“m"P: m | ‘
i Infrastructures =] i
(Mach, Wavelength, Period, Amplitude) Reynolds number, Mach number) Al models & solving RO, Company infrastructures avallaple 1or
A _________--—-—-C A~ _____ K& — °
v v v v v v h
P : oweLs o | inmovative MareNostram Wind turbine surrogate iya code: Co-erecution model — eachn use case
Cluster A s Modular “ cluster | computing Power9 (e-g., RBF ANN Al Model) CPU / GPUHigh fidelity LES o & HPC
preparation & . H Supercomputing MSA 1BM 2°hH D = 3
N HAWK (HLRS Computing 3 resources - o O Systems
Postprocessing Center Stuttgart) Architecture (MSA) Prototype 00 - a S .
- A _————_——A .- - —_———— — - - K 2 G —— - .
¥ . = o T 2 e Task 3.4 in
Multiphysics Distributed ML/DL Hyper— Jupytertal MPI & St Jupyterlab Dynamic *
amw & Aerodynamisches Tralmng Ubraries Parame(er &aupyter | technology aopenmp @ Training @ & Jupyter ?wlos.ai Load technology
OpenMP Institut Aachen + SRAY \ Tuner ’ﬁ otebook libraries & Libraries
Libraries (m- AIA) solver O PyTorch @ PyTorch

T 4 MU/DLLibraries

I
tibraries | packages openace || O PyTorch o= G PyTorch

~ L
__\l;________

v l? [

. s Notebook
vt | ibrari
12 Libraries

cupnnl| Balancing | fibraries &
]

packages O n e )

e
v !
Scalable apara\lel 1/0 of m-AlA || ™ \1uiti-core SAnvi Many-core key No direct Needfor ‘1 | 8 \1uiticore SNVIDIA orLy) Manv-core Key
Storage | o solver (netedf processors| hard standard in Standard Processors Processors | hardware.
Service data exchange (high single thread - (‘Accelerators’ with low| technologies data, only for Data é (high single thread (‘Accelerators’ with low technologies
Module ZFS - HDFS / pnetCDF) performance) performance cores) parallel I/O Formats performance) » performance)
Task 3.3 Preparation for Task 3.4 Industry Task 3.4 Combustion chambers modeling y = - N 5 5 application
Use Case: helicopter Engine works with [€ ;q and re-using solvers from Task 3.3: A ’njj.ustt.,y [ __ Water Harvesting Applications] [V Oil recovery & extraction ] [ Lab on a chip devices ] p—
hydrogen combustion = creates a solver used in Task 3.4 SAFRAN HE Helicopter Engine Development ppiications ,?‘
e S —— i ————. g I Z— .
. O o T T T o et v [ Ao el | smation
Infrastructure f| £ " 3 French HPC infrastructure computin, -8 g  etc.) —
gEf E=F] I=ne puting e N o N Operator (FNO
PRACE PRACE BN, N REE EurgEC “ Z CERFACS ‘ ‘ TGCC, CINES, IDRIS, etc. infrastructures material types r;levanl multi-dimensional space P (FNO) mo%j:l:’ng
e e e e v
v v . .
ViareNost iodular e ; ; oyl Physics-based u “ ! Madular innovative
areNostrum Apptai E CERFACS Hrls innovative yclone ~ Vi N "~ HPC 5
vs. Power9 T dec pptainer e g (cyprus) | S @  CFD oy 5 computing
o | | 2 system Container computing <@ simulation  Jf| Vo8 Juawei @ JSC yster resources
3 Local Cluster Slovenia - DEEP
“ 3 JUWELS [“ ] [D HPC System ] resources - ( ) (ARM-based) n
_L"'j—_—————\ __________$________/b___ v A Aniniuinininie
v v Y " + Highly scalable ot @ VoL @oistributed Tools for hnol
Pree || ¢ Epa— tupyterlab || @ {0 p @ Basiisk | aaptivemesh  [Processingf | < Libraries tecliClo0)
; & Jupyt chnology CPU-based f Iver libl &
MPI & Physics | Task 3.3 AVBP-DL: augment ML/DL upyter e & ase refinement Surface Evolver: ¢ PyTorch ibraries
OpenMP || CFD Solver || o cics solver with Al models ¥, Libraries ;ﬁ’NPIEb?Qk < X 0(100) cores | . sharp interface “"": for t‘”":“ Yy packages
uibraries f|  (Fortran) | (then used in Task 3.4) OpyTorch Jf %< Libraries flcypny [ PaCKages between fluids angle extractior
T Y U U SO A = A <
~7] PaFrT"E‘ Scalable a Parallel 1/0: P Multi-core STNVIDIA. Gpus| Manv-core key Parallel S;j::: (ra':r:te?frslz;& Qm;lcte";‘;es <ANVIDIA GPUs :’/::Z:SZE o ,l;ey
L ile Storage ¢3! Raw data of fine-grained Processors Processors File = ardware
s i E it 7 Service high single thread ‘Accelerators’ with low "
System | Service resolution simulation (high single thread (Accelerators' with low | gechnologies System | SerE Full datasets of various [~ (hig i - | s technologies
(Lustre) ) Module (TBs in HDFS) performance) L. 4 performance) odule angles (range of GBs) performance) performance)
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Co-Design of SW Framework — IR Results (see D2.10)

% b
‘[ @ Understanding earth fundamental & building blocks of nature; understanding of matter & its constiutents] | intensive
ications
______v_____.v__.ﬁ.__ ——————y = = ———
ase - SKA, CERN “ Pog @S aoms [E] T Q) s | computing
agreement| oA T experiment) || ) Googe Cloud infrastructures
A A A
A 2 v V
MSA o Modular - g @
DEEP 2R i npc  |Apptainer Docker ’ ‘: V:/a"e innovative
o Container Contalner CERN ystems | computing
Prototype System k Al -,, omputin uantum
system ||| Local Cluster JUWELs |Environment Al & Environment elr’“er 8 resources
P S —— -_'_____A_____—
JupyterLab h
. D.stTnbuted . ML/DL Libraries & lupyter ] technology
6 raining < Notebook ICU!’: spaks Quantum | libraries &
‘“W‘" Libraries [| Algorithms f° i packages
parallelization ||Libraries | Algorithms

Bex

LHC
Collider data
experiments

CERN FS
Filesystem

{ii© BeeGFS Parallel Filesystems
-GFS’ (local tier-based level)

R Local Tier-2
m;;gg-,s,u centers (e.g. RTU)

Docker images (15+GB), GPUs. Many-core
image can be light when Processors
CERN FS is installed (‘Accelerators’ with low
(data just ~1-2 GB) - performance per core)

pre ing-
‘ [6’ Additive manufacturing using 3D printers (metal & plastic printing) with goals of zero defects & better quallty] | intensive
i ions
Laser beam melts Monitoring of printer when itis in Off-axes camera with high monitoring
powder & high-speed [€ 3] operation with camera 20.000 || 28 frequency & audio channel & data
metal/plastic parts creation (frames/sec = video of production process - Timing & movement of laser generation
In-house software performs data fusion: Try to find out input correlation to output > zero defects is the data
bring all the data sources together, goal, tweak of printing parameters could make it faster & better fusion &
synchronize in time all signals, etc. -> complex, stochastic distribution of defects vs. causing events. modeling
/0\ FLaNOERS dul
S MAKE  (apptainer (Apptainer _Modular () tainer Leuven .
" N HPC . HPC computing
AMD GPU || Local “ Con.talner rA'l Cun‘talner System Con.talner A‘ System lesotirces)
HPC system || cluster Environment [A| Environment A JUWELS Environment \ GENIUS
o ) JupyterLab Share & re-use of Al models with
L & Jupyter @ ¥ the data science & MLops | ec/nology
moL tbraries (| Notebook . community (e.g., OpenML, ClearM), |  libraries &
(7 OPyTorch Jl e Lipraries || cupNn )L\ also using standards (ONNX, etc.) | packages

Scalable

Container

T Multi-core

<ANVIDIA. Gpys| Many-core

Storage images Processors Processors
Service A (high single thread (‘Accelerators’ with low
Module i performance) - performance)

improves Z i
[’9{) Satellite-based Remote SEnsing}iup—p"—m->[‘ Seismic Imaging }- g —>[“ Subsurface Imaging ] | intensive

ﬁ Remote Sensing for updated land cover maps are an Combine seis|

on land > better near surface information

mic imaging with remote sensing

important source of information for seismic imaging > near surface information as prior knowledge
and/or constraints in seismic imaging workflows

approach
& data
generation

. main processing steps: preprocessing, training set

/ &\ Remote sensing-based processing workflow with three

extraction with clustering & land-cover map updating

Deep Learning
model assists
seismic inversion

Joint
workflows
& modeling

System

Environment // { Enwronmem/ e

HPC System

‘ﬂm o (inon-root) ' (non-root) e (non-ro0t) (g8
AMD GPU “Comamer \ Container w <~ 3\Container

Environment /. !

computing
resources

Seismic Imaging Codes for Distributed WIOL Fiyper JupyterLab

Joint Migration Inversion (JMI): full £, Training || @ il Parameter & Jupyter

wavefield modeling approach based N Tools 4 || s3mar STener ’@'Notebaok
on recursive wavefield i O PyTorch PyTorch .2 tune Libraries

technology
libraries &
packages

alleT") Remote Sensing Time series datain || gy Multi-core
File | land covers & TBs & simulation Processors|
System |Seismic Imaging 82 | data & Al model

(high single thread
measurement

neural networks performance)

Many-core
Processors

(‘Accelerators’ with low
- performance cores)

<ZNVIDIA

PUs|

relevant
‘[@ Support Blind People with better environmental sounds][\ % Virtual Reality Applications withRealistic Sounds] | e
Laser scan of ears & Measure 3D Accoustic | manufacturing
i == Properties of Heads (i.e., ears) & data
30 printing of models are different for each person | generation
Accoustic Time Series in 3D Space per /7 Estimating individualized Head Public VIKING datasets
E ear (*MB/"GB) dataset combined with L3 Related Transfer Functions | € = E dataset (old) &Al
ears physical measurements dataset Krmm anthropometric datasets measurements modeling
‘Hp’ ot . Apptainer Modular DEEP
o Apptal '. .
8 Goge ot Container ! Container o Cluster | computing
AMDGPU| [ 0t s a7 System MsA | resources
HPC System | [ gosources A uwes Prototype
Matlab packages Distributed ML/DL Fiyper)| | @) Jupvtertab)
.MPI & v for HRTF Tralmng [ibrarles Parameter &upyter | technology
OpenmiP measurements Sy Toner ;@,NO‘EI’OOK libraries &
Libraries (Python planned) O PyTorch PyTorch - fund Libraries packages

Scalable Docker images | | 8 \yti-core
Storage (MB\~GB)

[@nvmm Gpus| Many-core
Processors|
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(high single thread
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each use case
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Realization of SW Framework — IR Results (see D2.10) RAISE

Center of Excellence

processing-

Compute-Intensive CoE RAISE Use Cases} Data-Intensive CoE RAISE Use Cases| |- #% Other Exasc'ale HPC & Al intensive @ v RQ1, RQ2, RQ4, RQ5
A B C Community Use Cases appiications
) i I
~ m ~ %+ Parts of the framework layout
( v eSS TEEE RN

. —— T ke ran s nnnnnnnan . plan isto provide Kernels for
Secure Sheel Access (SSH) using batch - Interactive Jupyter notebooks with JupyterLab sharing Reference .
submits to scale-up distributed training . of datasets and scripts for rapid DL model prototyping Architecture Jupyter notebooks with correct
I -
f-/ elements of version setups of modules

CoE RAISE for specific HPC Systems

API to specify required models in ONNX format API to share and re-use of Al models of the MLFlow ;
- - o § unique Al
F also enabling re-usability of existing Al models p community platform, tools, data, and Al models
ya L

framework
m_ for Exascale @ RQ3, RQ6
Slim Facade Patter.n to encapsu.late Wrapper-scﬁbfs for using ::.c;ncrete """ “HPESystems, I,Ibrary conflg ’-ﬂf;?h&(fl ’ Parts of the framework Iayout .
oncrete use case implementations scalability-proven Al frameworks library avallablllty checks]fr ==& O.S NeXt version
-Gj W A D plan is to provide lightweight &
abstract Python APIs building on might include
a rnBasic Science yperparamete TensorFIoWﬁ.PyTorch Q .. Horovod / PyTorch-DDG software ONNX enabling exchange with cou Ier
' Al Libraries RAY \5ins Tuner Basic DL / ML Ilbrarres Distributed Deep learning )| jnfrastructure MLFlow. _ etc p
K Y M 1 ’ i . ?
\cj‘““““r“““ ________ B (Atos):
Modular Modular N ] ] BSC-CNS | @ v RQ1, RQ2
HPC HPC Apptainer ’épptaf"er HPC System BE R hardware | | y MG
System System Container =i En\,f::otilr:eezt Mare =1 .infrastructure %* Parts of the framework IayOut 4 ‘ b
prototype DEEP JUWELS A Nostrum o . plan is to provide a lightweight 2 .,,'3
o Python API that abstracts from 3 Y =
, low level versioning of Al Ay -~
. 5 v
Legend @ RQS, RQ7 packages (with proven M-
Tangibl f . . o . .
a"grlmggl";';:tso ¢+ Part of the framework layout plan is to provide scalability) and is harmonized .
g ) e : Continously
| as part of the unique Al containers in - with prepackaged datasets with different available HPC .
framework layout and required software stacks needed for Al models system module versions Updatmg!
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Agenda Item (3) — September Review Preparation (M21) RAISE

O
O 0
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September Review Preparation: 08.09. + 09.09. (update!) RAISE

Center of Excellence
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RASE How can we prepare?
T

» A roadmap document is currently in preparation
H2020-INFRAEDI-2018-2020

> It aims at
» self-reflecting our activities
- » inspiring us to think about further requirements to fulfill our promises V) —
> inspiring us to think about our next steps /) —
l CoE RAISE » Basic structure: ) =
> Status of the various domains before the start of CoE RAISE « —
isbaly-wtet oy s - Changes achieved so far (mpac
M Grant Agreement Number: 951733 » Future plans
Roadmap » Contents of the WP presentations
WDt V » Overview of the Tasks and details on what has happened in the WP (requires input from the

task leaders
» Slides will be finalized on the day of the rehearsal (there will only be a single presenter)

M Version: 0.1
M Author(s): A. Lintermann (FZJ)
Contributor(s):
10.06.2022 — TCB Meeting — Andreas Lintermann 12
M Date: 17.05.2022

> TBD (Task Leaders): https://docs.google.com/document/d/1el5sVeUbr_prHt80PJAmMnB4fWEK6Kyvh/edit
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4.21 Task 2.1 - Modular and heterogeneous supercomputing architectures

[TODO Task leader BSC]: General introduction to the task

The fundamental objective of RAISE is To develop innovative Al methods on heterogeneous
HPC architectures capable of scaling towards Exascale. To this end, task 2.1 provides all the
necessary support for the porting of the codes and their optimizations on heterogeneous
architectures, while ensuring constant availability of Tier-3 to Tier-0 supercomputers.

For this, the HPC centers of RAISE provide their computational resources for development
and testing of RAISE’s software. This includes the homogeneous and heterogeneous HPC
systems found at the Tier-2 and Tier-3 centers of the consortium (UOI, RWTH, and RTU) as
well as the cutting-edge HPC systems of the Tier-0 and Tier-1 providers (FZJ and BSC). That
is, FZ) and BSC give access to their MSA/heterogeneous supercomputers JURECA,
JUWELS, and MareNostrum 4 (MN4) general cluster and its three prototypes. Together with
the use-case providers, the representative applications, where necessary, are jointly prepared
for such heterogeneous systems together with the HPC centers of the consortium.

The Al experts further exploit the HPC architectures and file systems for relevant algorithms,
i.e., they work on the enhancement of the scalability of existing ML/DL methods on dedicated
or shared HPC components using, e.9., GPGPUs or other accelerator platforms, and test VO
performance.

The developers are supported by the HPC experts by means of performance engineering
activities, best practice guidelines, and system-specific tutorials and manuals. The training
courses of the HPC centers are offered to the use-case providers in line with Task 6.1.

Status at the beginning of the project (SoA)

[TODO Task leader]: Provide the state-of-the-art, or the general status of the domain, if
applicable

In 2018, for the first time, “most of the flops added to the TOP500 list came from GPUs
instead of CPUs?, Since then, the relative power delivered by GPUs with respect to CPUs has
continued to increase. Although the integration of HPC and Al is still at an early stage,
mixed-workflow will rapidly increase to fully exploit such systems. This was the hypothesis at
the proposal stage, which is now being verified. Next figure shows the new TOPS500 list,
where we can observe that four of the five first supercomputers include accelerators.

RAISE
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> TBD (Task Leaders): https://docs.google.com/document/d/1el5sVeUbr_prHt80PJAmMnB4fWEK6Kyvh/edit
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4.2.2 Task 2.2 - Hardware prototypes

Within CoE RAISE, the developers have access to various high-performance computing
hardware prototypes. These hardware prototypes are provided by the project partners
Barcelona Supercomputing Center (BSC), Spain, and Forschungszentrum Jilich (FZJ),
Germany. These hardware prototypes here are of experimental nature, and they represent
ideal playgrounds to test available codes on hardware that is not available in production
High-Performance Computing (HPC) systems. These systems hence contribute to the
evolvement of simulation and data processing codes, and they have the potential to influence
the co-design of next-generation HPC systems by providing feedback to the system
maintainers and operators.

Status at the beginning of the project (SoA)

The status of the simulation codes relevant for Work Package 3 (WP3) and Work Package 4
(WP4) prior to Task T2.2 is given below.

e The multi-physics simulation framework m-AIA (Multiphysics-Aerodynamic Institute
Aachen) developed by (RWTH) is part of Task T3.1 for the simulation of turbulent
boundary flows over an actuated boundary layer. This code has been tested in major
Tier-0/1 HPCs, where it has shown promising scaling performance. The m-AlA code
runs on Central Processing Units (CPUs), and an accelerated version that uses
General-Purpose Graphics Processing Units (GPGPUs) is planned in Task T2.1. Both
distributed (MPI) and shared memory (OpenMP) parallelization approaches (in hybrid)
are available in the implementation of this code.

o The multi-physics simulation code Alya developed by BSC is part of Task T3.2 in WP3
for simulating the flow over individual wind turbines as well as over a whole wind park.
The Alya code has shown exceptional scaling performance on Tier-0/1 HPCs. The
code utilizes a hybrid MP/OpenMP approach and can be co-executed using both
CPUs and GPGPUs in heterogeneous architectures.

e The open-source software code Basilisk, which solves partial differential equations
based on adaptive Cartesian computational domains, is used by CYl in Task T3.5 for
the simulation of droplet behavior on various surfaces. The code performance and
scalability have been analyzed in various HPC centers. This code uses MPI
parallelization.

Below is the status of Machine Learning (ML) codes and tools relevant to Task T2.2.

e ML frameworks that are theoretically capable of scaling to exascale systems, such
as the distributed data parallel frameworks, e.g., PyTorch-DDP, Horovod, Heat, and
DeepSpeed are openly available to the community. These ML frameworks are only
tested and documented on a limited range of hard-, and middlewares, commonly
x86-based CPUs or NVIDIA GPGPUs with their specific driver packages.

RAISE
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> TBD (Task Leaders): https://docs.google.com/document/d/1el5sVeUbr_prHt80PJAmMnB4fWEK6Kyvh/edit
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4.2.3 Task 2.3 - Benchmarking on disruptive technologies

With JUPSI|, the first quantum annealer (QA) by D-Wave with more than 5000 qubits in
Europe has been put into operation at the Forschungszentrum Juelich at the beginning of this
year. It is part of the Jilich UNified Infrastructure for Quantum computing (JUNIQ), which
provides German and European researchers with access and support on various quantum
systems. A QA is well suited to solve certain optimization problems much faster than a
regular computer, where in the RAISE project, several of these well-suited problems are
explored. Additionally the performance of the QA as an accelerator to the classical
supercomputers located in Jilich as part of the modular supercomputing approach is
investigated.

Status at the beginning of the project (SoA)

In general, as quantum computing systems have only become available in the last few years,
the field is still quite new. One focus of current research is the development of suitable
benchmarks for quantum systems [13]. Results show that the JUPSI machine outperforms
earlier systems [14]. While the JUPSI machine features a large number of qubits and can
solve larger problems, other factors still limit the size of the actual problems that can be
computed. Based on the current state of the QA, the combination of a QA as an accelerator
with a classical supercomputer in a hybrid scheme is an interesting research direction, which
has also not been explored in much detail yet.

Task objectives

In this task, sub-problems from the applications in the RAISE project that are suitable for
solving on the JUPSI QA are identified. Initially, machine learning methods to solve these
sub-problems on a classical supercomputer are developed and then adapted to run on the
QA. Benchmarking the performance of these methods on both systems generates insights
into the advantages and disadvantages of such quantum systems. At the same time a
technical workflow for communication and data exchange between the JUPSI and
JURECA-DC-GPU machines is developed, a key factor for enabling hybrid computation
which is currently not available.

Strategy to reach the objectives including already accomplished work
The task is divided into three sub-tasks:
- T2.3.1: Quantum accelerated hyperparameter tuning: in a hybrid scheme, the JUPSI
machine is coupled with the JURECA-DC-GPU partition of the supercomputer.
Machine learning models with different values of hyperparameters are trained partially

on the supercomputer for a few epochs. Then the learning curves of these models are
transferred to the QA, where a Quantum Support Vector Regression (QSVR) is

RAISE

Center of Excellence
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> TBD (Task Leaders): https://docs.google.com/document/d/1el5sVeUbr_prHt80PJAmMnB4fWEK6Kyvh/edit
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4.2.4 Task 2.4 - Software design of a unique Al framework

[TODO Task leader UOI]: General introduction to the task

The overall idea of this task is to simplify the usage of Al tools and libraries in complex HPC
environments by providing a guiding unique Al framework that addresses the requirements of
particularly HPC researchers. The CoE RAISE use cases of WP3 and WP4 serve as
co-design applications of such a framework, while other tasks in WP2 analyze the scalability
of the framework components towards Exascale performance. Consequently, WP2 works
closely together in this task with the WP3 and WP4 researchers to ensure that the
developments in the use cases align with the generalized software layout of the unique Al
framework. The task shares its framework components such as HPC job scripts, Jupyter
Notebooks, or Python Al scripts with the larger Aland HPC community to encourage broader
adoption of the framework beyond the CoE RAISE use case applications.

Status at the beginning of the project (SoA)

[TODO Task leader]: Provide the state-of-the-art, or the general status of the domain, if
applicable

Researchers of computing and data-driven applications that leverage HPC systems face the
challenge of choosing from a wide variety of Al tools and libraries (e.g., TensorFlow, Horovod,
pyTorch, Tarantella, RayTune, etc.) that need to work together in complex HPC environments
jointly. The particular challenges include heterogeneous HPC hardware that needs to work
together with many different versions of Al tools and libraries that usually require a detailed
understanding of a wide variety of HPC modules to choose from in the right combination.
Researchers at the JSC usually spend roughly 2-3 working days each month setting up HPC
job scripts, Jupyter Notebooks and Al python codes with that right combination. In addition, the
complexity of choosing the right combination represents a barrier for new HPC users that do
not know the underlying technical details of HPC environments. Hence, no commonly
agreed-on framework guides HPC researchers on what represents the right combination for
each of the different HPC systems (e.g., JSC JUWELS, BSC MareNostrum) or EuroHPC JU
systems (e.g., LUMI, VEGA, MELUXINA, etc.). The state-of-the-art in HPC already observes
that the heterogeneity of HPC systems is constantly growing (e.g., library differences
between accelerators from different emerging vendors) and that the complexity of HPC
systems towards Exascale with emerging HPC systems like SUMMIT or JUPITER is
increasing. That raises the demand for a unique Al framework design that guides HPC
researchers and new users of HPC to simplify the usage of Al tools and libraries and ensure
their scalability towards Exascale performance.

RAISE
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> TBD (Task Leaders): https://docs.google.com/document/d/1el5sVeUbr_prHt80PJAmMnB4fWEK6Kyvh/edit
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[TODO Task leader UOI): General introduction to the task

The overall idea of this task is to complement the domain-specific application use case
approaches in WP3 and WP4 with selected complementary machine and deep learning
methods, including statistical methods where relevant. While Task 2.4 focuses on the
software layout, Task 2.5 develops innovative Al methods based on that software layout on
heterogeneous and modular HPC architectures, thus capable of scaling towards Exascale.
Consequently, WP2 works closely together in this task with the WP3 and WP4 researchers
to ensure that the Al developments in the use cases adopt the generalized software layout of
the unique Al framework of Task 2.4. In addition, the task shares its cross-sectional Al
methods via Jupyter Notebooks or Python Al scripts with the larger Al and HPC community to
encourage broader adoption of the CoE RAISE Al framework beyond the CoE RAISE use
case applications.

Status at the beginning of the project (SoA)

[TODO Task leader]: Provide the state-of-the-art, or the general status of the domain, if
applicable

Researchers of computing and data-driven applications that leverage HPC systems face the
challenge of choosing from a wide variety of general Al (i.e., machine and deep learning
methods) that must be adapted and prepared to work with domain-specific approaches and
datasets. While many general tutorials, guidelines, and examples are available for selected
simple problems (e.g., character recognition using the famous MNIST dataset), sophisticated
Al materials with concrete scripts and precise approaches in various domains are still
relatively rare. That is particularly the case for those domains driven by simulation sciences
(e.g., computational fluid dynamics, aerodynamics, etc.) that implement numerical methods
based on known physical laws. Coupling and combining those numerical methods with
cutting-edge Al models is still a relatively new topic where many approaches are still
state-of-the-art research topics. One of the challenges in this research area is having access
to the knowledge of complex techniques in the scientific or engineering domain and the
know-how to apply innovative machine and deep learning in context. Hence, novel
cross-sectional Al methods that have proven to scale on HPC systems towards Exascale are
required to advance the use of Al technologies in the overall use cases of WP3 and WP4.
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- i 1 title for each project vati to 200 characters I .

a meaningful title for each project innovation (up to 200 characters long) b. SDG 9 - Industry, Imovat\on‘ and_|l‘lfl'aStFLlC1LII'8 ) ) ) ; \ Several components are created by a business partner (e g, coupler from ATOS
— a meaningful description for each project innovation (up to 1000 characters long). c. SDG 12 — Responsible Consumption and Production (i.e., using responsible / in their own commercial Al4SIM library)

HPC cycles)
Please send it back through the Portal Communication Centre ( please do NOT use the d. SDG 13 — Climate Action -
option reply Expert’s Col since this is used for other purposes) one week before the 20. Mitigation potential the innovation? High
review ting, using the templates that hav ived togeth ith this letter. ) B
review meeting, using the templates that you have received together wit s letter e FZJ(and Exascale machine JUPITER coming up in the future)
T would be grateful if you could inform the other members of your consortium (if any) of General Discussion: f. As:
this letter. E_ ‘r'»(ﬂeetmg my expectations i.  Increase research budget
: B . es - - - -
For any questions, please contact us via your Funding & Tenders Portal account. i ) . i Easier access to available budget (also for non-EU countries
i.  EuroHPC JU HPC System sites and their end-users ¥ get ( )

Commission eutopé mmissic, 1049 BELGIQUE/BELGIE - Tel 43222991111 c. Potential procurer of innovation (Public sector) g. Yes
Athanasia-Charalampia EVANGELINOU@ec eusopa en d As: h. (FIO OI'IE)

» TBD (Task Leaders): https://bscw.zam.kfa-juelich.de/bscw/bscw.cgi/3935782
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Agenda Item (4) — Realization of Al Framework AISE

Center of Excellence

O
O 0
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Realization of SW Framework — HPC Systems Support

processing-
Compute-Intensive CoE RAISE Use Cases} Data-Intensive CoE RAISE Use Cases| | % Other Exastfale HPC & Al intensive
Community Use Cases . .
A) (B8 ) O applications
(). s R e e mnae e e a e T eEr T .
Secure Sheel Access (SSH) using batch - Interactive Jupyter notebooks with JupyterLab sharing Reference
submits to scale-up distri r rapid DL model prototypin
5 p 3 profotypine J| - Architecture
“"‘ elements of
— _ E RAISE
API to specify required models in ONNX format API to share and re-use of Al models of the MLFlow u Al
also enabling re-usability of existing Al models community platform, tools, data, and Al models
F) G} framevwyk
m for Exascple
Slim Facade Pattern to encapsulate Wra pper-scﬁpfs for using concrete | " “HPESysterns, library conflg HPC /
oncrete use case implementations | scalability-proven Al frameworks library avallablllty checks]===-- d,,s
\./’ A \3/
w ' Basic Science y Ta W ,. — orovod / PyTorch-DDG software
Al Libraries RAY e Tuner Basic DL / ML librartes - Distributed Deep learning )| nfrastructure
] N MY
C"""'-'T_'—_:’__L _______ "_"-/...,&
Modular Modular ) . BSC-CNS |
HPC HPC ’épptaf”er Apptainer | o system hardware
ontainer Container .
System System ‘A1 Ervironmentl  Mare infrastructure
prototype DEEP JUWELS '~-.A' Nostrum
Legend: @ v RQ6, RQ7
Tangible outputs of . . .
RAISE WP2 %+ Part of the framework layout plan is to provide

), as part of the unique Al
framework layout

containers in

with prepackaged datasets
and required software stacks needed for Al models

2022-07-29 RAISE WP2 Monthly Meeting July 2022

@ v RQ1, RQ2, RQ4, RQ5

¢ Parts of the framework layout
plan is to provide Kernels for
Jupyter notebooks with correct
version setups of modules
for specific HPC Systems

@ v RQ3, Rczeg@l"

¢ Parts of the framework layout
plan is to provide lightweight &
abstract Python APIs building on
ONNX enabling exchange with
MLFlow, etc.

RAISE

Center of Excellence

6 v RQ1, RQ2

*¢ Parts of the framework layout
plan is to provide a lightweight
Python API that abstracts from
low level versioning of Al
packages (with proven
scalability) and is harmonized
with different available HPC
system module versions

Next version
might include
coupler
(Atos)?

\/\ o~/
alla®

Continously
Updating!
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Realization of SW Framework — Collect Artefacts (Johannes) RAISE

Center of Excellence

nvidia lib problem is not anymore a problem from Stages/2022

Rocco:
2022-03-04

 JUWELS Booster usage with Horovod: § jobscript_juwels_tf2module_hvd_booster.sh
Reza:
2022-04-20

 GRU usage on model for turbulence flow using Jupyter notebook (on 1 node): § velocity_time_series_gru.ipynb
Eric:
2022-04-22 (IR Session)

 Original Repository: https://github.com/jpata/particleflow

« usually own branches of developers and then merge to main: https://github.com/erwulff/particleflow
e MLPF has already its only repository
« script with raytune in that repository too

e model, etc.

» WP2 Wiki: https://qitlab.jsc.fz-juelich.de/riedell/raise-wp2/-/wikis/Software-Framework-Co-Design

2022-07-29 RAISE WP2 Monthly Meeting July 2022 27



Realization of SW Framework — ONNX (Kristofer)

ONNX Research

Kristofer Darri Finnsson

June 2022

ONNX

ONNX is an open format built to represent machine learning models. ONNX
defines a common set of operators - the building blocks of machine learning and
deep learning models - and a common file format to enable AT developers to use
models with a variety of frameworks, tools, runtimes, and compilers.

ONNX file format:

e Model

— Version info
— Metadata
— Acyclic computation dataflow graph
e Graph
Inputs and outputs
— List of Computation nodes
— Graph name
e Computation node
— Zero or more inputs of defined types
one or more outputs of defined types

— Operator

— Operator parameters

Tensorflow backend for ONNX

TensorFlow Backend for ONNX makes it possible to use ONNX models as input
for TensorFlow. The ONNX model is first converted to a TensorFlow model and
then delegated for execution on TensorFlow to produce the output. It already
has the ability to use ONNX models by using onnx backend from tensorflow,
see here:

github.com/onnx/tutorials/blob/master /tutorials/OnnxTensorflowlmport.ipynb

ONNX to Pytorch

They also seem to have something to get torch models from onnx files here. But
seems to not be as much as tensorflow: https://github.com/ENOT-AutoDL/onnx2torch

Triton Inference Server Backend

A Triton backend is the implementation that executes a model. A backend
can be a wrapper around a deep-learning framework, like PyTorch, TensorFlow,
TensorRT or ONNX Runtime. Or a backend can be custom C/C++ logic
performing any operation (for example, image pre-processing).
https://github.com/triton-inference-server /backend

This one seems to be a backend for most of the frameworks we have been
thinking about using.

Implementing a ONNX backend

An ONNX backend is a library that can run ONNX models. Since many deep le-
arning frameworks already exist, you likely won’t need to create everything from
scratch. Rather, you’ll likely create a converter that converts ONNX models
to the corresponding framework specific representation and then delegate the

> Research PDF available for WP2 and RAISE members (contact Katrin)

2022-07-29 RAISE WP2 Monthly Meeting July 2022

RAISE

Center of Excellence

la®
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Realization of SW Framework — HPC Systems (Eray) RAISE

Center of Excellence

> Eray (addin% maybe automated testing regularly for updates, training in August, etc.): important is outreach and uptake in
the different use cases and other new community adopters and EuroHPC JU systems
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Agenda Item (5) — Status WP2 Training Plans R/NSE

O
O 0
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WP2 Monthly Trainings — Review & Plan You Tube ? RAISE

» Monthly WP2 Trainings
» Co-organized with Icelandic National Competence Center (NCQC)
funded by the EuroCC project: http://ihpc.is
> Performed since Quarter 2 of the project (April 2021)
> Selected dates via agreement of availability of speakers

» Used as major Al/HPC methods information/training for WP3/WP4

» Contributed to outreach via YouTube Channel recordings:
https://www.youtube.com/channel/UCAdIZ-v6cWwGdapwYxdN7dg

> TBD(Katrin): Schedule the YouTube Training series with speakers

IHPC National Competence Center
- (NCC) for HPC & Al in Iceland

Plan for next months
Carry on with monthly WP2 trainings in the same style, but schedule on 3-4 month horizons
Repeat certain trainings with advanced content and updates of activities @ . . ”"‘
Work better together with WP6 on releasing seminars on YouTube channel more regularly - 4% . M :
Collect slides of speakers and make them available on BSCW and/or on the RAISE Web Page
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WP2 Monthly Trainings — Review & Plan

WELCOME

RAISE CoE Seminar: HPC Systems
Engineering in the Interaction Room

Prof. Dr. - Ing. Morris Riedel, Prof. Matthias Book, Prof. Helmut Neukirchen
School of Engineering & Natural Scierices, University of Iceland, Icelahd
National Competence Center (NCC) for HPC & Al in lceland — IHPC N
04-08, RAISE CoE Seminar HPC Systems Engineéring in the gteracton Room, Online > 4

{
~

WELCOME
RAISE CoE Seminar:
Distributed Deep Learning

Prof. Dr. - Ing. Morris Riedel et al.
School of Engineering & Natural Sciences; University of.Iceland, Iceland
National Competence Center (NCC) for'HPC & Al in Iceland — IHPC ,A
2021-07- 29 RAISE CoE Seminar Distributed Deep Learning, Online

R %

2022-07-29 RAISE WP2 Monthly Meeting July 2022

RASE {xHIBALL [ m

WELCOME
RAISE CoE Seminar: Git-based Data
Management with the Open-Source Datalad Tool

Prof. Dr. — Ing. Morris Riedel, Prof. Michael Hanke, Dr. Kaustubh Patil
School of Engineering & Natural Scierices, University of Iceland, Icelahd
National Competence Center (NCC) for HPC & Al in lceland — IHPC
. RAISE CoE Git-based Data Managerment with the Open -Sgurce Datalad Tool, Oniingath

WELCOME
RAISE CoE Seminar:
Brief Introduction to Autoencoders

Prof. Dr. - Ing. Morris Riedel et al.
School of Engineering & Natural Sciences; University of.Iceland, Iceland
National Competence Center (NCC) for'HPC & AL in Iceland — IHPC ,A
202108 31 RAISE CoE Seminar Bnef Introdumun to Aﬁoencaders. Online

Youg(!

? RASE

Center of Excellence

WELCOME
RAISE CoE Seminar: High Performance Data
Analytics with the Helmholtz Analytics Toolkit (HeA

Prof. Dr. — Ing. Morris Riedel, Dr. Claudia Comito, Dr. Charlotte Debus
School of Engineering & Natural Sciences, University of Iceland, Iceland »
National Competence Center (NCC) for HPC & Al in Iceland — IHPC

2021-06-26, RAISE CoF:Seminar.High Performance Data Analytics wth the Helinholtz Anglytcs Toolki (HeAT), Onfine

- /

WELCOME
RAISE CoE Seminar:
MLOps with ClearML

Prof. Dr. - Ing. Morris Riedel et al.
School of Engineering & Natural Sciences; University of.Iceland, Iceland
National Competence Center (NCC) for'HPC & AL in Iceland — IHPC ,A
« 2027 09 30, RAISE CoE Semirtar MLOps wdh CleﬂrML Online *
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WP2 Monthly Trainings — Review & Plan  YoUR[Til: ? RASE

WELCOME
RAISE CoE Seminar:
Hyperparameter Tuning with Ray Tune

Prof. Dr. - Ing. Morris Riedel et al. y

School of Engineering & Natural Sciences; University of.Iceland, Iceland g
National Competence Center (NCC) for'HPC & Al in Iceland — IHPC P 4

. 2021-10-29, RAISE CoE Seminar Hiyperparameter Turling with Ray Tine

ledel || -] redel @

A = 0.0 gevet

January:
RTU CUDA Seminar
(THANKS!) .
«?,

—~ y
Sy

WELCOME
RAISE CoE Seminar:
Accelerating Machine Learning with GraphCore

Prof. Dr. - Ing. Morris Riedel et al. y

School of Engineering & Natural Sciences; University of.Iceland, Iceland g
National Competence Center (NCC) for'HPC & AL in Iceland — IHPC P 4

2021-11+23, RAISE CoE Seminar Accelerating Machine Ledfning with GraphCore

ledel || -] redel @

A = 0.0 gevet

, February:
, none

—~ y
Sy

._"‘

December: Ao
. ‘ :

No Seminar. g *

._/

.
3

2022-03-31 14:00 GMT
Graph Neural Network

Morris: Intro GNNs (30 min)

Leo from Atos (45 min)
Eric from Cern (20 min)

TBD (all): Please suggest further training & teaching seminars for YouTube channel on our WP2 mailing list to plan better ahead
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WP2 Monthly Trainings — Review & Plan You Tuhe ? RASE

April: May:
Quantum Annealing Using OpenML for sharing
Maybe Gabriele Examles from datasets, algorithms, and

9th of June:
Morris: GPUs in general

SVMs, Amer SVR experiments Arnis & Cuda @ RTU

ATOS: affects of
change in persons?

.- ‘ September:
| ' 4 August: Morris Framework + EOSC — NI40OS-Europe or TREX
A A Eray Tooling with modules? Project (in scheduling) Request
none :
(might be good before the
review) + Marcel?

Project Partners? (continous
integration ATQOS)???
- Katrin: check and schedule

(vacation period)

TBD (all): Please suggest further training & teaching seminars for YouTube channel on our WP2 mailing list to plan better ahead
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WP2 Monthly Trainings — Review & Plan You Tube ? RAISE

October: November: December:

Project Partners? Project Partners? Project Partners?

p Wait for the feedback from Review:
/ e\ Otherwise: idea would be to have also trainings on the
adoption of sw framework parts again & Al/HPC Methods

January: February: March
Project Partners? Project Partners? Project Partners?

TBD (all): Please suggest further training & teaching seminars for YouTube channel on our WP2 mailing list to plan better ahead
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Agenda Item (6) — Compelling Scoreboard Review AISE

Center of Excellence

O
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Compelling Scoreboard Review — Use Case Progress

Center of Excellence

£33N

gf\;vz) [ox[To2]loa[ea 0506 o7 oa oo [ 2o [ix [22 ] 13 [1a [ a5 [ 16 17 [ 2s [N 20 [ 22 [ 23 [24[ 25 [ 26 [ 27 [28 [29 [30[31[32]33 ]34 35 [ 36]

Use Case AE | PINN ANNs CNN NO GNN RNN GAN T sVM

Details CAE ANN | RBF- | U-Net | RES | FNO | MLPF | GAT | LSTM | GRU | WGAN | MVIT | ViViT | Swin

+» Performing joint Interaction Room sessions:

Interaction Al Methods Alforturbulentboundary | X | X | X X

Rooms, 44 Exploration to identify novel Al methods and build o

Al for wind farm layout X X
unique Al framework parts X X

optimization
in reacting flows
Interaction Al Methods

Smart models for next X X
Rooms, 4. Exploratior: generation airratt
. engine design

Alfor wetting x [ x X X

interaction W Al Methods % Identified lots of problems e

Event reconstruction and X

Fooms g EXplorationss - SW framework concept required CERNIL NG uso case

Seismic imaging with x | x x | x X x x| x
remote sensing for

energyapplications
Interaction Al Methods

N Detect-free metal additive X X X X X X
Rooms Exploratior manufacturing

Sound Engineering X x

q ﬁ Real-World Canvas —
~X \

Interaction

Rooms

processing-
\szamwmmmm Cof RAISE Use t:su] @aﬁ-lmznmw ok RAISE Usecaxes] intensive d v RQ1, RQ2, RQ4, RS
A 0 © ==
s % Parts of the framework layout
Secure Sheel Access (SSH]wang batch THeractve Jupyter notebooks with upyterLab haring Plan Is 1o provide Kernels for
submits to scale-up distributed training. 77~ of datasets and scripts for rapid DL model prototyping. it Jupyter notebooks with correct
version setups of modules
for specific HPC Systems.

4

Interaction

Rooms, 4

work
@ v ras,Ros I
Sim Facade Patern o encapsulte T HPC &AL | parts of the framework layout
oncvﬂe use case implementations. o scalability-proven Al frameworks - lat

plan s to provide lightweight &
N abstract Python APIs building on

@ ONNX enabling exchange with

5 i > @ 7 rur@
%M“:‘:; © e g )
s Comae

B System pemohid talnr % Parts of the framework layout

z
3
=
3
2
€
@
o
5
3
2
]
o

Decomposition Canvas

Interaction
Rooms

Lessons Learned from IR Rooms with use cases:

suwets (_ (Al Environment) [A] Environment) plan is to provide a lightweight
Interaction Al Methods ' 5 5| python APl that abstracts from
R - — | Agreement & common components between use | - e et
Yy | Tangle ool % Part of the framework layout plan is to provide scalability) and is harmonized
- . . . @ a5 partof the unique Al containers in with prepackaged datasets with different available HPC
cases rea | istic 9 Framewor k Co_ Desi g no k ¢ an requird softwarestacks noeded for Al models sptem mochle versions
Interaction Al Methods

Rooms ¢ Exploratior,

2022-07-29 RAISE WP2 Monthly Meeting July 2022 37




Compelling Scoreboard Review & Next Steps

\/ Call for Monthly Meeting February & ¢

check missing people in WP2 (Kick-off)
: -, Monthly Meeting February @

-, Final D1.5 (M2) & D1.2 (Mz
/ Monthly Meeting March'

/ IR Seminar 2
., ", ,2021-04-08

.
.
o

S
.

s
s,
s,
s
s
N

%, %

. .
0 % o, R .

Monthly ¥ v' Monthly
@ Meeting \.1"" Meeting
Apr|l “May

T3 1 Fact Sheet Interaction Al Methods
o Drafts . Rooms, Exploration =
v i =
N Fact Sheet Interaction Al Methods
G 3.2 X

B . ‘e K
> 5321 e, T

L1
o
g
"
3
-

.'F
.
..
- .
= te, 2,
k ENI
e} ‘e

v'  AHM Meetlng.

Center of Excellence

v Datalad Seminar 2021-05-28 2
.- ¥ HeAT Seminar 2021-06-28

\/ D2.6 Report on support activities (MG)E:]
Quaterly Report 2 (Me6) TT
) 9

9

v AI/HPC Methods (M7)
seeneennenana v' Monthly Meeting July @'
v'  Autoencoder Seminar ~end August 2

............................... v Monthly Meetlng August /‘\

22 [23]24[25]26|27]28 |29 [30]31[32]33]34[35]36] )

/., Monthly ™
Meetmg June

( «.l.

5

v D2.10 Monitoring Report (M18) @
v GPU CUDA Training May 2022-06-09 2

B 733 e
PSRER

© ,0 T3.5 ks Interaction Al Methods
'_ Drafts 4, Rooms 4 E'Fhﬂ“ﬂl

v GraphCore ?

v" Monthly Meeting November

T, v" OpenML Training May 2022-05-31 )

2021-11-24/25 &;i ) "= v/ Monthly Meeting May @

Seminar 2021-11-23 e :~ \/ Quantum SVM Training 2022-04-21 j

"+ v Monthly Meeting April 2022-04- 29 C\

LN

()

(=

Fact Sheet Interaction Al Methods

T4 : 1
Fact Sheet Interaction Al Methods
T4 2 Drafts s Rooms 4 Exploration
Fact Sheet Interaction Al Methods

] T3
Fact Sheet lnteramon Al Methods

i 7o .

i
i1

i v'  Hyperparameter Tuning with Ray i
Tune Seminar 2021-10-29 ¥

v/ Monthly Meeting October @ v
: v MLOps with ClearML Seminar ~end Sep ?

'E v' Monthly Meeting September @

2022-07-29 RAISE WP2 Monthly Meeting July 2022

D2.14 Report
on novel Al
technologies

(M12) @

! v D2.12 Software layout plan for a unlque Al framework (M9) [E

. v Graph Neural Networks Training 2022-03-31 2
~:::. v' Monthly Meeting March O

':~ v Monthly Meeting February O

Dz'f_ Re|;ort Of. v" Monthly Meeting January @
ortin e

porting E] “-.. v/ CUDA Seminar -
performance ) 2

engineering (M12) January 2022-01-19/20
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Agenda Item (6) — Next Steps & Follow-Through RAISE

Center of Excellence

> 08.09 - 09.09.2022 (Review Preparations start)

> One day in-person rehearsal

> One day full event in Juelich

> WP leaders, not really task leaders

> Every Organization takes part

> Instructions & schedule given by PMT

» Clarify Flowcharts with PMT
» Affects some Tasks in WP2
> Affects almost all other WPs (no flowcharts yet)
> Either more template-oriented (e.g. Rose and my statement) or skip (discussions with WP4)

> Other items?
> Task 2.1

> LUMI (get access via UICE), Puhuri access
> Mare Nostrum (machine end of the year)
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The CoE RAISE project have received funding from

*
the European Union’s Horizon 2020 —
Research and Innovation Framework Programme

Center of Excellence H2020-INFRAEDI-2019-1 under grant agreement no. 951733
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