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CoE RAISE Web Page & More Information RAISE

Center of Excellence

Welcome to
CoE RAISE
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CoE RAISE — Motivation & Approach RAISE

Center of Excellence

Simulation / Experiment

RASE i)

Big Data Center of Excellence Surrogate / Model
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Use Cases in CoE RAISE RAISE

Center of Excellence

> Two kinds of use cases:

Al at
Exascale

Al at
Exascale

Example from use case "Al for wind farm layout”: Turbulence Example from use case ” Seismic imaging with remote sensing - oil and

generated by a cliff on Bolund Island, Denmark. gas exploration and well maintenance”: Snapshot from a wavefield.
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Compute- and Data-driven Use Cases — Data & Modeling RAISE

Center of Excellence
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Example: Impact of Quantum Computing in Optimization RAISE

Center of Excellence

2022-05-26 Practice & Experience using High Performance Computing & Quantum Computing to Speed-Up Data Science Methods in Scientific Applications 6




RAISE Al- & HPC-Cross Methods at Exascale in a nutshell RAISE

Center of Excellence

> WP3 (Compute-Driven Use-Cases towards Exascale)
> WP4 (Data-Driven Use-Cases towards Exascale

» Developments in these WPs will be
supported by the cross-linking activities of WP2

» E.g. scaling machine & deep learning codes
with frameworks like Horovod/Deepspeed
» E.g. introduction to new Al methods such

as Long-Short Term Memory (Time series) &

> E.g. data augmentation approaches

> E.g. benchmarking HPC machines and offer
also pre-trained Al algorithms (i.e., transfer learning)

. D
> E.g. offer neural architecture search methods for © Al- LHPC-Crous Mothods _ towards Exascale (WP
hyperparameter — tuning in semi-automatic way Pttt i

data-driven use-cases 0

CoE stakeholders )

WP1

& customer

based on
WP2,3,4
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Towards Al & HPC at Exascale with CoE RAISE Results

OPyTorch  Dala

o
Jupyter

Driven
Use Case
Requirements &
Feedback

Data-Driven
Use Case
Requirements &
Feedback

Hardware
Infrastructure

5 4

UNIQUE Al
FRAMEWORK

Al at Exascale

Methodologies
OPEN SOURCE COMMUNITY

Al & HPC BEST PRACTICES
EuroHPC & PRACE
EuroCC NCCs

RAISE

Center of Excellence

Hardware Infrastructure

Prepare & Document available production systems at partners’ HPC centers
Examples: JUWELS (JUELICH), LUMI (UolCELAND), DEEP Modular Prototypes, JUNIQ (JUELICH), etc.

Software Infrastructure

Prepare & Document available open source tools & libraries for HPC & Al for implementing use cases

Examples: DeepSpeed and/or Horovod for interconnecting N GPUs for a scalable deep learning jobs

Computing-driven Use Cases Requirements & Feedback

Use cases with emphasize on computing bring in co-design information of Al framework & hardware

Examples: Feedback that sometimes TensorFlow does not work nicely, so use pyTorch in some cases

Data-driven Use Cases Requirements & Feedback

Use cases with emphasize on data bring in co-design information about Al framework & hardware

Examples: Deployment blueprint by using Al training on cluster module & inference/testing on booster

- UNIQUE Al FRAMEWORK

Living design document & software framework blueprint for HPC & Al offering also pretrained Al models
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Selected Techniques to Identify Cross-Methods for HPC & Al RAISE

Center of Excellence

» Fact Sheets
» Foster initial understanding

» Living document & each Fact Sheet
per WP3/WP4 Use Case

> (Experience from many other EU projects)

» Selected Contents

» Short Application Introduction initial steps
» Clarify Primary Contacts
» Codes/Libraries/Executables
» HPC System Usage Details

o ) : ) Driven by
» Specific Platforms & ‘where is what data'? Prof. Matthias Book &
> Machine/Deep Learning Approaches of Interest Prof. Helmut Neukirchen

Decomposition Canvas

interaction room process
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HPC Systems Engineering in the Interaction Room Seminar RAISE

Center of Excellence

> CoR RAISE Interaction Room Process as Next Step

> Supports the proper software engineering
design of the unique Al framework blueprint

> Expecting to work with WP3 T e |
& WP4 experts in an open minded way Ja

> Process will be guided

HPC Systems Engineering €3 I"teraction Room
in the Interaction Room 08

Matthias Book

by Prof. Dr. Matthias Book with or Riedel, Jich Supercomputng Centre /Ul (g Unvesmvoricaume
and Helmut Neukirchen, University of Iceland WA

(University of Iceland)

> Supported by Software
Engineering & testing expert YO u Tu he A )
Prof. Dr. Helmut Neukirchen “E .
(University of Iceland) i

CoE RAISE @ YouTube: https://www.youtube.com/channel/UCAdIZ-v6cWwGdapwYxdN7dg
> MethO|Ogy as One COE RAl S E Outcome Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects with an

Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software Engineering for
Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada

1018

Exascale

A\
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RAISE Initial Identified Al/HPC Methods: Graph Example

MS2 - AI/HPC Methods (M7)
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Event reconstruction and
classification at the CERN HL-
LHC use case

Seismic imaging with remote
sensing for energy applications

Detect-free metal additive
manufacturing

Sound Engineering
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Practice & Experience: Al Software Framework Blueprint RAISE

Center of Excellence

processing- |

Compute-Intensive CoE RAISE Use Cases] Data-Intensive CoE RAISE Use Cases] ,r\:Other Exasc.ale HPC & Al ] intensive d v RQ1, RQ2, RQ4, RQ5

A) 8) ) Community Use Cases applications
P m ~ % Parts of the framework layout
_ s . plan is to provide Kernels for
Secure Sheel Access (SSH) using batch = Interactive Jupyter notebooks with JupyterLab sharing Reference .
Al submits to scale-up distributed training v of datasets and scripts for rapid DL model prototyping Architecture Jupyter notebooks with correct
D ) - ) - .
r/ Slomonte of version §e'tups of modules

CoE RAISE for specific HPC Systems

API to specify required models in ONNX format API to share and re-use of Al models of the MLFlow ;
: o ;e ; unique Al
also enabling re-usability of existing Al models community platform, tools, data, and Al models
F) G} framework | -
v' RQ3, RQ6

for Exascale
, e — . . HPC & Al
Slim Facade Pattern to encapsulate Wrapper-scripts for using concrete HRE&Systems Jibrary config +* Parts of the framework |ayout
oncrete use case implementations scalability-proven Al frameworks library availability check "---Mﬁthgq:s.... P . . §
EH‘/\ 1) 1) plan is to provide a lightweight
\—/ \_/

and abstract Python API
Horovod / PyTorch-DDG] software building on ONNX enabling also
Distributed Deep learning } | infrastructure exchanges via MLFlow/ClearML

a r.il Basic Science & Al Libraries .,F . Ten'sorFIoW'&-E’yJ'orch
" i.e., simulation & data sciences) T Basic DL / ML librarfes :
K AY L M 1

a -

S e Y

Modular Modular 1
Q Singularity a q Singularity Beae
HPC e HPC ) = : HPC System
. Container Container
System System @) Ervi : @) Envi y Mare
prototype DEEP JUWELS \SJ FVIEOTIMEES i ~.\~s.4 nvironmen Nostrum

-
0
ol 3

d v RQ1, RQ2, RQS, RQY
hardware

infrastructure | < Parts of the framework layout
: —— | e, plan is to provide a lightweight
e, -..~-..,,.. Python API that abstracts from

JUWELS

. . v RQS6, RQ7, RS, RQ9 low level versioning of Al P [/—
tegend: . @ ’ ’ ’ packages (with proven ! >y -
Ta"g::;:“’:,';;ts of ++ Part of the framework layout plan is to provide containers in scalability) and is harmonized Y e
, as part of the unique Al Singularity with prepackaged datasets & software stacks with different available HPC . .
@ framework layout needed for Al agnostic to hardware & good 1/0 performance system module versions Continously Updating: e.g.

RayTune Hyperparameter
Optimization Tool
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Innovative Quantum Computing Hardware as ‘Accelerators’ RAISE

Center of Excellence

Qsolid @ rDAQC
te
. ) technciogien () ehsogien
N — processing- °
[ (Near) Real-Time Processing J[—'}I [J# 1] —(Distributed) DL Training] [ * 11 ML Hyper-parameter Tuning & NAS|| intensive RS V OpenSuperQ
= applications U

Experimental
Juacs NISQ Devices
ATOSQIM

Modular
Supercomputer'

‘JU~.@ Juelich Unified Infrastructure|  computing

for Quantum Computing | jnfrastructures

HPC Infrastructure =. T{f:::mﬁ Commercial Cloud
m‘@ PRACE & £ Google Cloud  Vendors

. (
¥ v
QC and QA
Other Modular ' AWS EC2 & DL D-Wave innovative z :“:Lrlrlt"m i Sty @Jsc
EU . HPC Amazon Machine Imag Systems. compufing oS upercomputer

HPC System (AMI) & Elastic Map
Systems JUWELS Reduce (EMR) Example
A f L3 x

Quantum
Module

UWELS

Quantum resources
Annealer

JsC ~———== . JUNIQ
= =

”GM — GN

wi [grl @ 7 . 2
a MPI Parallel a @ ML /DL a ache a D-Wave Quantum || technology COn;T;e(;cm QD_watve
OpenMP || - svM [ .- f Libraries Lifraries Ocean SYM libraries & e - Auan l.lm
Modules || * _eT.ensor. 94 8 APIs wraen s API Python packegel 16 SS evices Quanta
o el DeepSpeed Spa Library Code P prp— imulator
AT A x 1PLIas
v L v - e, 13 e
P Multi-core SANVIDIA cpus| Manv-corell Quantum Quahr!tum
Processors Processors Chip Chip
(high single thread -_p o (‘Accelerators’ with low Pegasus DW2000Q
performance: ~24 cores))| performance, ~ res; G ~5000 Qubits 2000 Qubit:
@ Parallel ML implementations still rare (MPI/ osts of GPUs of CC vendors (e.g., EC2) tough, y ; Legend:
@ Open source tools good, but all need to fit in versio 6 ) GPU hours are free, but ires time grant _,’ 7 = @

@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types ) rliigrlightel

@ Look & feel of CC vendor ML services differ signiﬁcantly) Wnrks not yet with multi-class problems & large data ) Experiences

Riedel, M., Cavallaro, G., Benediktsson, J.A.: Practice and Experience in using Parallel
and Scalable Machine learning in Remote Sensing from HPC over Cloud to

Quantum Computing, in conference proceedings of the
IEEE IGARSS Conference, Brussels, Belgium, 2021,
Physical and Online event, to appear

https://igarss2021.com/ Igorff

https://www.fz-juelich.de/ias/jsc/EN/Expertise/JUNIQ/ node.html
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