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WP2 Objectives

 Build the AI / HPC Exascale backbone by providing the 
hardware & software infrastructure needed for the 
implementation of the WP3/WP4 use-cases

 Provide access to available production systems 
and new prototypes & disruptive technologies 
for testing, porting, and benchmarking

 Develop and tune cross-sectional HPC/AI 
methods with WP3/WP4 use cases

 Co-design, implement, and deploy a 
unique AI framework for Exascale
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Partners and Tasks of WP2
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Partner FZJ UOI RWTH BSC CERN BULL RTU FM
PM 43 13 10 8 8 8 22 12

Task Title Lead Duration Status
2.1 Modular and heterogeneous supercomputing architectures BSC M1 – M36 Ongoing
2.2 Hardware prototypes FZJ M1 – M18 Done
2.3 Benchmarking on disruptive technologies FZJ M19 – M36 Ongoing
2.4 Software design of a unique AI framework UOI M4 – M36 Ongoing
2.5 Cross-Sectional AI Methods UOI M3 – M36 Ongoing
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Deliverables of WP2 (1/2)

ID Title Due Lead Status

D2.1 Best practice guidelines/tutorials for MSA/heterogeneous systems M2 BSC Submitted
D2.2 Report on porting and performance analysis M12 BSC Submitted
D2.3 Report on porting and performance analysis M24 BSC Not started
D2.4 Report on porting and performance analysis M36 BSC Not started
D2.5 Best practice guidelines / tutorials prototype M2 FZJ Submitted
D2.6 Report on support activities M6 FZJ Submitted
D2.7 Report on support activities M18 FZJ Submitted
D2.8 Report on benchmarking AI technologies (QA) and on support activities M24 FZJ Not started
D2.9 Report on benchmarking AI technologies (QA) and on support activities M36 FZJ Not started
D2.10 Monitoring Report M18 UOI Submitted
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Deliverables of WP2 (2/2) and Milestones

ID Title Due Lead Status

D2.11 Monitoring Report M36 UOI Not started
D2.12 Software Layout Plan for a unique AI Framework M9 UOI Submitted
D2.13 Software Layout Plan for a unique AI Framework M26 UOI Not started
D2.14 Report on Novel AI Technologies M12 UOI Submitted
D2.15 Report on Novel AI Technologies M24 UOI Not started
D2.16 Report on Novel AI Technologies M36 UOI Not started
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ID Title Due Lead Status

MS2 AI/HPC Methods M7 UOI Achieved
MS4 Technical implementations functional M24 FZJ Not yet achieved
MS6 All final reports M36 FZJ Not yet achieved
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Task 2.1 Modular and 
heterogeneous 
supercomputing 
architectures
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Task 2.1 – Modular and heterogeneous supercomputing …  

RAISE Software and Resources

Simulation codes AI tools Workflows

HPC centers: FZJ & ParTec, UOI, RWTH, BSC, RTU

Porting + optimization & performance analysis  on 
homogeneous & heterogeneous supercomputers 

Computing + I/O + Network
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Task 2.1 – Modular and heterogeneous supercomputing … 

Where do the supercomputing 
resources come from? 
 Local supercomputers  

 TIER-3, TIER-2: UOI, RWTH, RTU  
 TIER-1, TIER-0: FZJ, BSC  

 PRACE specific access calls to COEs:
 2021-1: 1.6M
 2021-2: 0.6M
 2022-1: 0.5M)  

 Competitive access calls 

Partner HPC System Hours
CERFACS GENCI Jean Zay 20k GPU
CERFACS GENCI Jean Zay 20k GPU
CYI Cyclone, acNational 1M CPU
CYI VEGA, EuroHPC 12M CPU
FM Cloud, regional center 35k CPU
FZJ JURECA-DC GPU, JARA 8.6M GPU
FZJ / CERN / UOI JURECA-DC GPU, JARA 8.3M GPU
FZJ / CERN / UOI JUPSI, JARA 5 hours
RTU In-kind for RAISE 550k CPU
RWTH JUWELS, GCS 6M CPU
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• FZJ
• UOI
• RWTH
• BSC
• RTU

CTE-POWER9
Nord3

JUWELS
JURECA

RUDENS

CLAIX

GARPUR
LUMI

CTE-Power, Nord3 JUWELS JURECA

RUDENS CLAIX GARPUR & LUMI

Task 2.1 – Modular and heterogeneous supercomputing … 

Deliverable D2.1: Best practice guidelines and tutorials for the various HPC systems 
 4 countries
 8 systems 



Task 2.1 – Modular and heterogeneous supercomputing … 
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Deliverable D2.1: Report on porting and performance engineering activities

Simulation codes

RUDENS 
(RTU)

JUWELS-
BOOSTER 

(FZJ)

JUWELS-
BOOSTER 

(FZJ)
JURECA-DC 

(FZJ) 

m-AIA
(RWTH)

Alya
(BSC)

Porting
Optimization  

Performance analysis 

AI tools

CTE-AMD (BSC), DEEP-EST (FZJ) 
RUDENS (RTU), JUWELS-BOOSTER 

(FZJ), JURECA-DC (FZJ) 

PyTorch-DDP, Horovod, HeAT, 
DeepSpeed

Porting
Performance analysis 

Network

Network speed RTU-BSC 

Network speed 

Performance analysis 

Data

200TB data project at the Jülich
Supercomputing Centre (JSC) 

Common repositories for 
use cases 

Data project application
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Task 2.1 – AI Benchmarking: PyTorch-DDP
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Parallel performance using PyTorch-DDP on JUWELS Booster (4 x NVIDIA A100 / node): 

Application use case Task 3.1: Autoencoders for Turbulent Boundary Layer Flows
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Task 2.1 – AI Benchmarking: ImageNet
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Performance of Horovod and PyTorch-DDP (with DALI dataloader) on up to 1,024 GPUs: 

Parallel efficency over number of GPUs Validation accuracy over batch size showing 
impact of learning rate schedulers



Task 2.1 – AI Benchmarking: Batchsize Problem
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Addressing the batch size problem by changing the batch size during the training: 
start small, then increase 



Task 2.1 – AI Benchmarking: Application Example (Task 4.2)

 Land Cover classification with
ResNet50, TensorFlow + Horovod

 Intensive transformations are used as
pre-processing

 Scaled on up to 256 GPUs on JUWELS-
Booster with efficiency ~80%
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R. Sedona, C. Paris, L. Tian, M. Riedel, G. Cavallaro , AN AUTOMATIC APPROACH FOR THE PRODUCTION OF A TIME 
SERIES OF CONSISTENT LAND-COVER MAPS BASED ON LONG-SHORT TERM MEMORY, IGARSS2022



Task 2.2 Hardware prototypes



Task 2.2 – Status
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Prototype systems:
 DEEP-EST (FZJ)

 Intel CPU + NVIDIA GPU + FPGA  
 CTE-AMD (BSC)

 AMD CPU + AMD GPU  
 JUAWEI (FZJ)

 ARM + Intel CPU  
 CTE-ARM (BSC)

 ARM  
 HUAWEI (BSC)

 ARM 

Porting + Testing + Benchmark + Optimization
 Simulation codes:

 m-AIA (Task 3.1)  
 Alya (Task 3.2)  
 Basilisk (Task 3.5)

 ML Frameworks:
 PyTorch-DDP  
 Horovod
 HeAT
 DeepSpeed
 Hyperparameter tuning 



Task 2.2 – Simulation Code Benchmarking: Alya
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No. cores Time [s] Speed-up Efficiency
128 1202.70 1.0 100%
256 658.85 1.8 91%
512 332.72 3.6 90%
1,024 182.57 6.6 82%



Task 2.2 – MSA Prototype System DEEP-EST Examples
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Actuated Turbulent Boundary Layer  dataset

Hyperparameter – Tuning using Ray Tune 

Basilisk Simulation Sciences Code



Task 2.2 – Prototype Systems CTE-AMD Examples
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Basilisk Simulation Sciences Code

Actuated Turbulent Boundary Layer  dataset



Task 2.3 Benchmarking on 
disruptive 
technologies



Task 2.3 – Benchmarking on disruptive technologies
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First 5,000 Qubits Quantum Annealer (JUPSI) in Europe (FZJ)

Data problemSo
lu

tio
n
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Applications:
 Quantum accelerated hyperparameter tuning   
 Quantum clustering of energy particles
 Quantum classification of satellite images  
First results: 
 predicting the learning curves of neural 

network training with Quantum Support 
Vector Regression

 5 hours of compute time for RAISE project  
 problem size still very limited -> 

hybrid/modular supercomputing approach



Task 2.4 Software design of a 
unique AI framework



Task 2.4 – Status: Process towards Framework Realization
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Task 2.4 – Co-Design Framework: Fact Sheets
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Example: Detailed Knowledge of Modules Necessary

 Modules
 Vary heavily between

different HPC systems
 2-3 Days/Months spend

by researchers for
getting the right
environment / HPC system

 Goal: UAIF simplify setup
of components

 E.g., automated job
script generator for 
right module setup

 E.g., re-usable scripts
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Already available for the community: https://gitlab.jsc.fz-juelich.de/CoE-RAISE/FZJ/ai-for-hpc-oa



Task 2.4  – Realization Framework: Requirements & Revisions
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Continuously
updating!
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M. Riedel, M. Book, H. Neukirchen, G. Cavallaro, A. Lintermann, 'Practice and Experience using High 
Performance Computing and Quantum Computing to Speed-up Data Science Methods, MIPRO 2022, Croatia



Unique AI Framework Overview
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USE CASE
Developments

Unique AI Framework
community

+
stakeholders

Services

Education

Scalable Use-Case-Specific AI Methods 

Generalizable and Scalable AI Methods 

System-Adapted Start Scripts 

Joint Use-Case Open-Access Database already heavily using and contributing



Task 2.5 Cross-Sectional 
AI Methods



Task 2.5 – Status: Process building AI/HPC Methods
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Task 2.5 – Interaction Rooms with WP3/WP4 Teams
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focus input focus input

smaller inputs smaller inputs

In addition to WP2 Monthly Meetings & Monthly Trainings
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Book, Riedel, Neukirchen, Erlingsson: Facilitating Collaboration in Machine Learning and High-Performance Computing 
Projects with an Interaction Room, International Workshop on Software Engineering for eScience, IEEE 2022



Task 2.5 – Interaction Room Example: Task 3.1
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Task 2.5 – Cross HPC/AI Methods Table

Interaction Room results:
 Update of Matrix
 Components relatively constant

& common
 Methods change & new methods

added (e.g., Transformers, RFs)
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WP 2 – Summary, Conclusions, and Outlook

33CoE RAISE Review – WP2 – Morris Riedel

AL0



Slide 33

AL0 Where is the summary and the conclusions?
Andreas Lintermann; 2022-09-06T10:11:48.862
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