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Background: What means High-Performance Computing (HPC)?

= Wikipedia: ‘redirects from HPC to Supercomputer’
" |nteresting — gives us already a hint what it is generally about

A supercomputer is a computer at the frontline of contemporary
processing capacity — particularly speed of calculation

[6] Wikipedia on ‘Supercomputer’

=" HPC includes work on ‘four basic building blocks’
= Theory (numerical laws, physical models, speed-up performance, etc.) :::::

= Architecture (shared-memory, distributed-memory, interconnects, etc.)

= Technology (multi-core, supercomputers, networks, storages, etc.) ‘

= Software (libraries, schedulers, monitoring, applications, etc.)

= Enables Parallel & Scalable Computing

A

= Used in Simulation Sciences using numeric methods based on known physical laws
= Used in Artificial Intelligence (Al) for parallel & scalable machine/deep learning P1 P2 P3 P4 P5

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC)
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Relevance of HPC for Machine Learning & Deep Learning vs. Big Data

Morris Riedel @MorrisRiedel - Mar 21,2019

Video of my talk @ Deutscher Bundestag German federal parliament now at
dbtg.tv/cvid/7332302 discussing among #Artificiallntelligence experts HAICU
@helmholtz_en SMITH, ONAOFF & Modular Su

@fz jsc @fz_juelich @uisens @uni_iceland @

&

‘small datasets’ Large Deep Learning Networks

Enables Parallel &
Scalable Machine &
Deep Learning

Training
Time

manual feature
engineering’
changes the
ordering

Medium Deep Learning Networks

Traditional Learning Models

Small Neural Networks

Model Performance / Accuracy

Statistical

Random \}” % Eg SVMs Vi Y Computing with R
1 & 0/ o O]
Forests I : offs T 58 =
\\l/ . w: % o scikit-learn  Weka  Octave

MatlLab

Dataset Volume
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- ‘Big Data‘

[7] www.big-data.tips

5/30



Contact Us: Icelandic HPC (IHPC) National Competence Center for HPC & Al

IHPC National Competence Center
-\ — for HPC & Al in Iceland

EURO Eontatin

[9] EuroCC - Access Web Page [1] Icelandic HPC Ct ity Web page: ihpc.is

\

: m@.@a

[8] European Digital Innovation Hub of Iceland (EDIH-IS)

General information

The EuroCC co-funded National Competence Center (NCC) Icelandic High-Performance Computing (IHPC) represents the lcelandic HPC community, including
experts in Artificial Intelligence (Al). The NCC IHPC activity brings together the Icelandic national expertise and connects to a network of NCCs in HPC and Al
across Europe to provide a broad service portfolio tailored to the respective national needs of industry, academia, and public administration.

This will support and increase the national strengths of High-Performance Computing (HPC) competencies as well as High-Performance Data Analytics (HPDA)
and Artificial Intelligence (Al) capabilities and close existing gaps to increase the usability of these technologies in the different scientific, engineering, and
business applications and thus provide a European excellence baseline.

o\
Simulation and Data Labs of NCC Iceland éi"

The NCC Iceland consists of a variety of Simulation and Data Labs (SDLs) that offer their expertise, skillset, and specific application community knowledge
within NCC Iceland to interested national and international collaborators.

1. Simulation and Data Lab Neuroscience
2. Simulation and Data Lab Computational Chemistry
3. Simulation and Data Lab Computational Fluid Dynamics
4. Simulation and Data Lab Remote Sensing
5. Simulation and Data Lab Electron, optical and transport properties of nanoscale systems — Computational Physics
6. Natural Language Processing Lab
. . . . . . Simulati d Data Lab C: tational Chemist
7. Simulation and Data Lab Acoustic and Tactile Engineering imulstion and data -a ,Ompu atlonatEhemistry ) 3
8 Simulation and Data Lab Health and Medicine ceneramomaton 131 IHPC SimDataLab Computational Chemistry Web Page
) ‘Advancement of theory and methodology for atomic scale simulations, with broad ranging applications for chemistry and physical chemistry, reaction rate
9. Algorithmic Mathematics Lab heor, adsorption spectoscopy,and magnetsm, o name a e
10. Simulation and Data Lab Software Engineering e——
11. Statistical Weather Lab

Development of explicit models and methodology forthe
simulation of solvated molecules and the solid / liquid interface.

Dr. Pavel Bessarab
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Simulation and Data Lab Computational Fluid Dynamics

Dr. Pedro Costa Dr. Asdis Helgadéttir

RAISE

Center of Excellence

P
frirary

Ph.D. Student S. Reza Hassanian. M
Prologue

The Simulation and Data Lab computational fluid dynamics (SimDataLab CFD) is leading parallel computing in Computational fluid dynamics in Iceland at the
University of Iceland. The SimDataLab is Iceland’s representative in the international projects in CFD and parallel computing. SimDataLab CFD aims to develop
parallel code applications in CFD and support users who have already developed parallel application codes. SimDatalab CFD participates in the European project
network in parallel computing and has an infrastructure and access to powerful parallel systems in-memory optimization, processing system architecture, high
scalability, and have performance optimization computer nodes.

[2] IHPC SimDatalLab CFD Web Page

Simulation and Data Lab Acoustic and Tactile Engineering

Acoustic and Tactile Engineering

General information

The focus of the Acoustic and Tactile Engineering (ACUTE) lab is both on research and product development. For the last few years, our main focus has been on
the development of wearable assistive devices for visually impaired persons and cochlear implant recipients. We are also working on other projects, such as
solutions for delivering virtual acoustics (i.e., sounds generated by computers) as realistically as possible and on multi-channel recording/playback.

Some of our current collaborations include; Oticon Medical, DTU (Technical University of Denmark), University of Southampton and Treble technologies.

Prof. Dr. Ing Rinar Unnpérsson

Dr. Ing. Finnur Pind

Elvar Atli £varsson

[4] IHPC SimDatalab ACUTE Web Page

Eric Michael Sumner R j | S E

Center of Excellence
JULICH [5] Cooperation Partner Juelich

ggziggowurma Supercomputing Centre, Simlabs

JULICH

Forschungszentrum
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Cooperation towards Exascale HPC Systems — Juelich Supercomputing Centre

High-scale
Simulation
workflow

y Module 1 A
Cluster

Module 6 \
Multi-tier Storage
System

Module 5
e Data Analytics \
Module / Mgkl \
o ] [ s, I
Neuromorphic : : y
Module - y
Deep .- Data Analytics
Learning 4 workflow
workflow
WEEP [25] DEEP Series of Projects Web Page

Projects

’“\UNIVERSITY
%> OF ICELAND

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC)

First Exascale system in Europe — JUPITER

2023

SDL Biology

SDL Plasma Physics

i n )
SDL Molecular Systems

[5] Cooperation Partner Juelich
Supercomputing Centre, Simlabs

SDL Climate Science

SDL Fluid & Solid Engineering

SDL Quantum Materials

SDL Terrestrial Systems

SDL Numerical Quantum Field Theory
SL Neuroscience

SDL Astrophysics

Data Analytics

Application Co-Design

& . ' . \ [26] YouTube, ‘flexible and energy-efficient supercomputer:
a M ‘ JUWELS is faster than 300 000 modern PCs
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CoE Research on Al- and Simulation-Based Engineering at Exascale (RAISE)

Use Cases
e RAISE

From theory into practice. Science joins forces with experts from industry.

Excellence in

HPC Applications Center of Excellence

[10] CoE RAISE Web Page

Al for turbulent boundary layers
.

OPyTorch  Data

Jupyter

»
./A 4 ‘ +

Smart models for next eneratlon?. Al for wetting hydrodynamics

aircraft engine desmn@

f

Data-Driven
Hardware Use Case
Infrastructure Requirements &
Feedback

5 4

UNIQUE Al
FRAMEWORK

Al at Exascale

Methodologies " Using the Interaction Room
OPEN SOURCE COMMUNITY [13] M. Book, M. Riedel & H. Neukirchen et al., ‘Facilitating Methodology based on interactive
Codbaratonn Machine Leoring nd g P oes oz Mural Boards was the basis to
EuroHPC & PRACE e ificy = perform use case application co-
EuroCC NCCs E*: }j EuroHPC  (11] curompc Ju web Page design of a unique Al framework
ok ,x

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC) 9/30



CoE RAISE Unique Al Framework & Approved Technologies towards Exascale

processing-
Compute-Intensive CoE RAISE Use Cases} Data-Intensive CoE RAISE Use Cases| | % Other Exasc'ale HPC & Al intensive
Community Use Cases . .
A) B ) O, applications
e — —— e eltelinoold L 5L 81 8 N ) T rssssannnnsnnnnnnnn .
Secure Sheel Access (SSH) using batch ]‘_ Interactive Jupyter notebooks with JupyterLab sharmg] Reference
submlts to scale-up distributed training ) of datasets and scripts for rapid DL model prototyping Architecture
I"‘ elements of
— , CoE RAISE
API to specify required models in ONNX format API to share and re-use of Al models of the MLFlow ;
- - o § unique Al
also enabling re-usability of existing Al models community platform, tools, data, and Al models
F) G} framework
A
m for Exascale
Slim Facade Pattern to encapsulate Wrapper-scﬁbfs for using concrete | " “HPESysterns, library conflg HPC & Al
oncrete use case implementations I scalability-proven Al frameworks library avallablhty checks? -Mﬁthod.s
20 == 20,
w rl'nBasic Science yperparameter TensorFIoWﬁ.PyTorch . .. Horovod / PyTorch-DDG software
b Al Libraries RAY e Tuner l~ T Basic DL / ML Ilbrarres - Distributed Deep learning )| nfrastructure
)} I o M)
\"‘J_________T___:/__L _______ '~__lr
Modular . . BSC-CNS |
HPC ,éppta'mer Appta_lner HPC System hardware
ontainer Container .
System ‘a1 Environmentl  Mare infrastructure
prototype DEEP '~-.A Nostrum B

Legend: 6 v

Tangible outputs of o
RAISE WP2 *
\ as part of the unique Al

framework layout

RQ6, RQ7

Part of the framework layout plan is to provide
containers in with prepackaged datasets
and required software stacks needed for Al models

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC)

@ v RQ1, RQ2, RQ4, RQ5

-
0.0

Parts of the framework layout
plan is to provide Kernels for
Jupyter notebooks with correct
version setups of modules

for specific HPC Systems

@ v RQ3, RQ6 g}i’l‘

+
0’0

Parts of the framework layout
plan is to provide lightweight &
abstract Python APIs building on
ONNX enabling exchange with
MLFlow, , etc.

d v RQ1, RQ2

*
0.0

Parts of the framework layout
plan is to provide a lightweight
Python API that abstracts from
low level versioning of Al
packages (with proven
scalability) and is harmonized
with different available HPC
system module versions

RAISE

Center of Excellence

Vala”

Continously

Updating!

[12] M. Riedel, M. Book &
H. Neukirchen et al.,
‘Practice and Experience
using High Performance
Computing and Quantum
Computing to Speed-up
Data Science Methods in
Scientific Applications’,
IEEE MIPRO 2022
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Example of Implementation Component of the CoE RAISE Unique Al Framework

n Researchers & Ph D Students B3 Deep_DDP important bug fix 3 months ago
Spend 2_3 dayS/month tO B3 Deep_DeepSpeed Deepspeed in Deep 6 months ago
European setu p their correct H PC/AI B3 Deep_HeAT Jureca additions 5 months ago
. . B Deep_Horovod Deep modifications for Horovod and fex bu. 6 months ago
Excellence in Center of Excellence environments on one
. o X . . .
HPC Applications HPC machine & job scripts

B Deep_TensorFlow initial TF push 5 months ago

B3 HELPER Scripts fix tadm bug 4 months ago

[10] CoE RAISE Web Page

B3 Jureca_DDP latest fixes 1 month ago

#!/usr/bin/env bash

B3 Jureca_DeepSpeed latest fixes 1 month ago

O PyTorCh Data B3 Jureca_Graphcore added Graphcore dir and fixed Irank in CASES 2 months ago
o # Slurm job configuration

;@r #SBATCH --nodes=1 B3 Jureca_HeAT latest fixes 1 month ago

o~ #SBATCH --ntasks-per-node=4 B3 Jureca_Horovod Jatest fixes e —

#SBATCH --cpus-per-gpu=20 £ Jureca_LibTorch initallibtorch push 1 month ago

#SBATCH --account=hai_so2sat
#SBATCH --output=output.out

B3 Jureca_RayTune Update Jureca_RayTune/create_jureca_env.sh 3 months ago

Tensort #SBATCH --error=error.er B3 Juwels_DDP Update README.md 3 months ago
#SBATCH --time=6:00:00 B3 Juwels_Turbulence merge 9 months ago
#SBATCH - -job -name=BENTF2 B PARAMETER_TUNING Update PARAMETER_TUNING/Autoencoder/. 3 months ago

Data-Driven #SBATCH --gres=gpu:1l --partition=booster
Hardware Use Case

Infrastructure [l Requirements & S %ioad igdtilas

el ml Stages/2020 GCC/9.3.8 OpenMPI/4.1.0rcl

ml Horovod/®.20.3-Python-3.8.5

ml TensorFlow/2.3.1-Python-3.8.5

t#tactivate my virtualenv

#source /p/project/joaiml/remote_sensing/rocco_sedona/ben_TF2/scripts/env_tf2_juwels_booster/bin/activate

|

1211

5 4

UNIQUE Al
FRAMEWORK

Al at Exascale ttexport relevant env variables

Methodolosi #export CUDA_VISIBLE_DEVICES="0,1,2,3" . Development of an automated HPC
ethodologies i i i
OPEN SOURCE COMMUNITY g ginun [Byhor progran job script generator is under way
Al & HPC BEST PRACTICES srun --cpu-bind=none python -u train_hvd_keras_aug.py = Initial repository of scripts available:
EuroHPC & PRACE i https://gitlab.jsc.fz-juelich.de/CoE-
EuroCC NCCs Tt EuroHPC [11) curompc ju web Page RAISE/FZJ/ai-for-hpc-oa
% *
[ e *

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC) 11/30
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General Lessons Learned: PyTorch — Distributed Data Parallel (DDP) Analysis

= Parallel performance using PyTorch-DDP
on HPC System JUWELS — Booster

= 4 x NVIDIA A100 GPUs per one
JUWELS Booster node

= Application Example: Autoencoders for

Al for turbulent boundar layers

Turbulent Boundary Layer Flows [14] JUWELS HPC System Web Page
512 10—1
=== ideal 1 —e— training
—a&— training
100 | H o
) & 095 g 1077 F
. 3 &0
g 3] =
2 10 F ] E
0 5] 0.9 g 10—3 -
+
= = = ideal
(a') —a#— training ) (c)
1 | | | | 0.85 I I I I | 1074 | | | I
<+ 00O N 0 ON < 00O N 0O N 0 <+ 00 © QWO N
MO N =N HNO N =N MO NI~ NS
- AN oo - N OO - N OO
™ N - - N
R/_\ISE #GPUs #GPUs #GPUs
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General Lessons Learned: Importance of DALI Data Loader & ‘Batch Sizes’

[16] M. Aach & M. Riedel et al., ‘ACCELERATING Compute time comparison

" TensorFlow & Horovod vs. PyTorch-DDP HYPERPARAMETER TUNING OF 4 DEEP — changing batcn s
LEARNING MODEL FOR REMOTE SENSING IMAGE 350 4 —— constant batch size
. CLASSIFICATION’, IGARSS 2022
= Both using DALI Data Loader 3001
. ( . ) Changing batch size: g 250
= Addressing the known ‘large batch issue dtartsmall, | ©
. . . . then increase = 200
= E.g., different learning rates, different batch sizes, etc. £ 5o
100
Parallel efficency over number of GPUs Velidation acculreaac;?r:’e:aizt:?hi:iiIs:rzwmg mesete! 1 ' y y y y ;
& 0 20 40 60 80 100
0.8 epochs
! Performance of best trial
0.7 08
0.9 0.7 v
0.6 M
= 0.6
[é: =~ e
0.8 0.5 Eos
<
3
0.
0.7| | @ PyTorch-DDP-DALI-CPU 0.4 | -~ LR step-wise e )
—a— Horovod-DALI-CPU - LR cosine annealing 0.3
—a— ideal 0.3 | | == LR exponential 0s —— changing batch size
"4 8 16 82 64 128 256 512 1020 256 512 1k 2k 4k 8k 16k 32k 65k . . ’ — e e
R —\ISE no. GPUs @@ 0 20 40 60 80 100
Center of Excellence . BS EpOChS

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC) 14 /30
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Icelandic HPC (IHPC) Community — Simulation & Data Lab Remote Sensing

IHPC A= A Qs ®

The University of Iceland is one of the six best universities in
the world in the field of remote sensing!

@ Haskeli fslands @1 faskollIslands - Aug 14
Jétunn Gardar — decommissioned History Community All Community Experts Support Acknowledgements Hasksli fslands er i 6. sati yfir fremstu haskola heims 4 svidi flarksnnunar samkvaemt
hinum virta Shanghai-lista. Skolinn er enn fremur { hopi hundrad bestu haskdlanna innan
jardvisinda. Frabaerar fréttir fyrir starfsmenn, stidenta og samfélagi allt!

Haf8u samband — Contact us his/frettir/haskol.

Simulation and Data Lab Remote Sensing w | v
o Remote —
L e B0,
S Eopersion
S (o

. . | = I
General information AVIRIS CONCEPT

The Simulation and Data Lab Remote Sensing (SimDataLab RS) leads to increase the visibility on interdisciplinary research between remote sensing and EACH SPATIAL ELEMENT HAS A

advanced computing technologies and parallel programming. This includes high-performance and distributed computing, quantum computing and specialized f;?rgé’:ﬂ%’:f:ﬁgg?y;“”

Machine
L A Learning

hardware computing. The SimDataLab RS is based at the University of Iceland and works together with the High-performance and Disruptive Computing in SURFACE AND ATMOSPHERE -
Remote Sensing (HDCRS) working group of the Geoscience and Remote Sensing Society (GRSS). Together with HDCRS, the SimDatalab RS disseminates T e oo Models
information and knowledge through educational events, special sessions and tutorials at conferences and publication activities. (7 ‘M
o <ol
Members .
- Ing. Rocco Sedona Surbhi Sharma  Ernir Erlingsson =
Prof. Dr. — Ing. Morris Riedel _ S e
Dr. -Ing. Gabriele Cavallaro g vamn
i Challenges:
[

mixed pixels
& unbalanced

L R T T
CMELENSTH )

224 SPECTRAL IMAGES ! .
TAKEN SIMULT ANEQUSLY L EGETATION
) land cover
L b classes
[22] AVIRIS T

ONELENSTH )

[21] IHPC SimDatalab Remote Sensing Web Page

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC) 16 /30



= Parallel Support Vector Machine (SVM) piSVM

= Being most scalable SVM (open source) still today
= Significantly improved from original piSVM authors
= Maintained by Simulation & Data Lab Remote Sensing

[27] C. Cortes & V. Vapnik, ‘Support Vector Networks’,

Research on Parallel & Scalable Machine Learning Algorithms — SVM

Scenario ‘pre-processed data‘, 10xCV serial: accuracy (min)

~v/C

10

100

1000

10 000

2
4

8
16
32

48.90 (18.81)
57.53 (16.82)
64.18 (18.30)
68.37 (23.21)
70.17 (34.45)

65.01 (19.57)
70.74 (13.94)
74.45 (15.04)
76.20 (21.88)
75.48 (34.76)

73.21 (20.11)
75.94 (13.53)
77.00 (14.41)
76.51 (20.69)
74.88 (34.05)

75.55 (22:533)
76.04 (14.04)
75.78 (14.65)
75.32 (19.60)
74.08 (34.03)

74.42 (21.21)
74.06 (15.55)
74.58 (14.92)
74.72 (19.66)
73.84 (38.78)

Scenario ‘pre-processed data‘, 10xCV parallel: accuracy (min)

~v/C 1 10 100 1000 10000
2 75.26 (1.02) 65.12 (1.03) 73.18 (1.33) 75.76 (2.35) 74.53 (4.40)
4 57.60 (1.03) 70.88 (1.02) 75.87 (1.03) 76.01 (1.33) 74.06 (2.35)
64.17 (1.02) 7452 (1.03 ) 77.02 (1.02) 75.79 (1.04) 74.42 (1.34)
16  68.57 (1.33) 76.07 (1.33) 76.40 (1.34) 75.26 (1.05) 74.53 (1.34)
32 70.21 (1.33) 75.38 (1.34) 74.69 (1.34) 73.91 (1.47) 73.73 (1.33)

First Result: best parameter set from 14.41 min to 1.02 min
Second Result: all parameter sets from ~9 hours to ~35 min

148 16

11:00 4

10:00
09:00

08:00

07:00

06:00

05:00 - |
04:00 - %

03:00 § 3

02:00

01:00
00:00

148 16

[28] G. Cavallaro & M. Riedel & J.A. Benediktsson et al., ‘On Understanding Big Data Impacts in Remotely Sensed Image
Classification Using Support Vector Machine Methods’, Journal of Applied Earth Observations and Remote Sensing, 2015

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC)

Machine Learning, 1995

C asyM
optimized 7SyM
linear
memory access problems
-
: . |
32 64 128
o TSyM
optimized 7SyM
memory access problems
L]
32 64 128

Machine
& Deep
Learning

- =

nILLLL
] +

research challenges:

smart load balancing schemes for scaling up
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Adoption Example of the CoE RAISE Unique Al Framework for Remote Sensing

-- processing- Machine
[<£/ (Near) Real-Time Processing } {_@ Exploration of Qil ReservoirsJ [@ Earth Land Cover Classification } intensive
7—~— applications
v ____________ W .............'.""'"'l----.........................
Infrastructure || _=F«* " *+33 B Microsoft commercial Cloud|  computin
agsoia ==t+«  »223 EuroHPC LUMI Supercomputer W Azure . puting
PRACE  ||56ks,  r37 omimim WS ) #Y Google Cloud  Vendors | infrastructures
_________ A
v =
Modular Modular 3 3
HpC — HPC Singularity ﬁ Docker E E;J % AWS“/ITCZh& D|I_ lnnovat{ve
System System Container - &Y Container v nZZIZ\EI)Ir; 2 I?IZs'lrceMn;?)ge computing
- TS T A _
DEEP - DAM JUWELS S/ Environment diocker Environment| /' aws Reduce (EMR) Example resources
A ---------------------------------- . .
— e — e — — —— _________ - .=_=_____=_,=,.=..=.F_.4_ _‘-....-....--.n.--a-"_' =7 Distributed
a v v —— A2 Training
MPI & Parallel |str|buted JupyterLab Apache of ResNet-50
OpenMP . SVM . Tralmng a m & Jupyter a vLibraries tﬁl)chnglo%y
Libraries f| /.. + ML/DL . s Notebook cuDNN apacHE loraries
) A DeepSpeed oo Libraries I erer ipraries || @ Spoﬂ(q packages
N\ N\ A A
v v v X l.. e
< . - 7 Trag,
Par.T"el Scalable Y ik "l‘\;l‘o"at've P Multi-core {Q]n\IIDIA GPUS} Many-eorefen. key
File Storage | |- ' Attached| emc}:ry Processors , Processors| hardif/are-..,
System | Service &;j"; Memory |feLa|'r\fV|es (high single thread . (‘Accelerators’ with low technologles GPUS
(Lustre) ) Module — wit MsI performance: ~24 cores) performance, ~7000 cores) in parallel

[29] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021
Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC) 18/30



Research on Deep Learning Architectures using Distributed Training Approaches

= RESNET-50 Architecture: Case for interconnecting GPUs it of the JUWELS system

has 56 compute nodes,

= RESNET-50 is a known neural network architecture that has LA V100 epUs
established a strong baseline in terms of accuracy (equipped with 16 GB of memory) -

= Computational complexity of training the RESNET-50
architecture relies in the fact that is has ~ 25.6 millions
of trainable parameters

= RESNET-50 still represents a good trade-off between
accuracy, depth and number of parameters

= Distributed training challenges (i.e. large batch size)

Horovod distributed training via MPI_Allreduce() ) o= ’ :
- 24 nodes x 4 GPUs = 96 GPUs

4 1 — UWELS-Booster

4 16 64 256
num. GPUs

[15] S. Kesselheim, R. Sedona, G. Cavallaro & M.
Riedel et al., JUWELS Booster — A Supercomputer
for Large-Scale Al Research’, 2021

[30] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High
Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI),
Special Issue on Analysis of Big Data in Remote Sensing, 2019
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Research on Deep Learning Architectures for Remote Sensing — CNNs

= Convolutional Neural Networks (CNNs)
= Used with hyperspectral remote sensing data

= Rare labeled/annotated data in science - =
(e.g. 36,000 vs. 14,197,122 images ImageNet) !

= Scene vs. pixel-wise classification challenges

= Combining Machine Learning Models

= Using CNNs basic principle

= Apply SVMs in different layers of CNN

[32] G. Cavallaro, M. Riedel et al., IGARSS 2019
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Input:
Window Tensor

research challenges:
rare groundtruth and surrounding
labels bias in training, but key challenge
remain: hyper-parameter tuning

9 @
—»ﬁ _’ﬂ e Sl St St
7

3 futi 1D Max Pooling " Fully Connected Softmax Output:
D Convolution (spectral dimension) Flatten Layers Layer  Probabilities

1l

3x

[31] J. Lange, G. Cavallaro, M. Riedel et al., IGARSS Conference, 2018

Hyperparameter tuning on 8 nodes on DEEP

] Training Epochs
- Batch Size
Learning Rate

yperparameter

Feature Representation / Value
Conv. Layer Filters 48, 32, 32
Conv. Layer Filter size | (3,3,5), (3,3,5), (3,3,5)
Dense Layer Neurons 128,128
Optimizer SGD
Loss Function mean squared error
Activation Functions Rel.U
600
50
1
Learning Rate Decay 5x10°°
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Summary

&

HPC needed for science & engineering, including machine & deep learning

Machine/Deep Learning benefits from HPC, Clouds & Quantum Computing

Landscape of HPC, Clouds & Quantum Computing gets increasingly complex

Q‘ Inter-disciplinary teams strive: Technologists, machine learning experts, etc.
Y

R

i

Urgent need of more parallel & scalable HPC/AI experts on the intersection of Al, HPC and specific scientific & engineering
domains: ‘finding good talent in HPC is a world-wide problem we all face in academia & industry (PhD recruiting problem)*

Parallel & Scalable Machine Learning — Enabled by High-Performance Computing (HPC)

Wide variety of great tools exist for HPC, Clouds, and Quantum Computing

Mastering the many toolsets is not trivial for machine learning experts
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Outlook Technology — Utilizing Quantum Computing for Machine Learning

= Concrete Approach: Quantum Annealing
= Solving complex optimization problems for machine/deep learning
» Instead of running for hours on HPC; solutions just take seconds (!)

JUNIQ Z2

QUANTUM UsEs -

' IJ JULICH

Forschungszentrum

[19] JUNIQ Facility Web Page

[’3!, (Near) Real-Time Processing M’: 1 1711 ~{Distributed) DL Tmimng][ *ML Hyper-parameter Tuning & NAS] r'?nen;jve E:S
T c- EEEEEE SR L .
U e HPC Infrastructur e Jal Cloud Juelich Unified Infrastructure|  computin
e e | AR e PUNIQ | e
Ly A N
=== v lececcece= v | .
E Other " Modular = ¥ AWS EC2 & DL . il it
o || e e | G e, O e
HPC H System /M (AMI) & Elastic Map Quantum P
Systems i Juwels || L/ Reduce (EMR) Example Annealer
[23] A. Delilbasic, G. Cavallaro, F. Melgani, M. Riedel, K. Michielsen: - oy v_:"'T Coomyo X gt i
QUANTUM SUPPORT VECTOR MACHINE ALGORITHMS FOR REMOTE g wn | ggrorte| @2 P e S cuantum [RRECR T
SENSING DATA CLASSIFICATION, IGARSS 2021 Opentap | 0 svia | DT braries | tibaries ocean || . s | libraries &
Modules || 75 — | £2%" 8APIs | e ﬁ ap || python | packages
o ¥ @ w'. DeepSpeed Sparl brary Jf [/ Code
M_ - N A _ _____A N — ‘_______J
[24] G. Cavallaro & M. Riedel et al., Approaching R te Sensil ¥ ¥ ¥ v
Image Classification with Ensembles of SVMs on the D-Wave B muli-core Many-corefl o ““;:‘“’“ @, " ““C"h"‘:’“'“ key
Quantum Annealer, IGARSS 2020 hi :m‘w,‘w: n o (ucre\emmr:{gf;ﬁ“\z: : Pesasus i DW2000Q m
! Lpg.(m'fm:.‘.zggilz;z,ﬂ, -> performance, ~7000 cores) ~5000 Qubits " 2000 Qubits| tEChNOIOgIES
. . () parallel ML still rare (MPI/OpenMP) ) @EulﬂanPUI of CC vendors (e.g., EC2) tough, 24$/hour)  L€9°7d:
[17] E. Pasetto & M. Riedel et al., ‘QUANTUM [18] G. Cavallaro & M. Riedel et al., ‘HYBRID QUANTUM- {i"] M. R’e"j’é G. C‘,""’”",""u JA. B:“e‘j;"f“"g's iapre (oo ot et s ) (69 5P b bt s et o)
SUPPORT VECTOR REGRESSION FOR CLASSICAL WORKFLOWS IN MODULAR SUPERCOMPUTING M’ “;‘f‘e :’" xper "’Z‘e ’"t 5;"9 Parale "”_’Ipcg’ GOIE  (5) Using vy many GPUs beyand WVimk could bericky ) () Free GPUs n Google Colab vary inthesvllabletypas ) HP1574
BIOPHYSICAL VARIABLE ESTIMATION IN REMOTE ARCHITECTURES WITH THE JULICH UNIFIED INFRASTRUCTURE o o o i 1AR sfsr ot (&) Lok B fesl o CC vartor ML sarvices difer signfcanty) ((3) Works ot yet with il lassprablems & large dats ) Experiences
SENSING’, IGARSS 2022 FOR QUANTUM COMPUTING’, IGARSS 2022 oud to Quantum Computing’,
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Reykijavik Institute & High Performance Computing — Benefits for the Icelandic Science Community
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Reykjavik Institute & High Performance Computing — Benefits for the Icelandic Science Community
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S o HPC 8 Al in cotand Reykjavik Institute & High

Benefit #2 E R h ia Joint Lab:
5.0g y@e® Performance Computing — enefi mpower Researchers via Joint Labs

Benefit #1 Enable Access to Advanced Computing

., 0} Benefits for the Icelandic
Science Community

OF ICELAND

HASKOLINN | REYKJAVIK
REVKJAVIK UNNERSTY

Executive Summary

Computing in general and scientific computing, in particular, have outstanding track records of
providing breakthrough research results, advancing society and providing a strong basis for
commercialization and growth.* As a result, Icelandic researchers from various academic and industry
organizations have formed the Icelandic High-Performance Computing (IHPC) National Competence
Center?. The conceptual idea of the Reykjavik Institute was co-designed by this IHPC community in
close collaboration with Kaiser Global and William (Bill) Patrowicz. IHPC community members have
formulated this report on the benefits of the Reykavik Institute for the Icelandic science community:

Benefit #1 Enable Access to Advanced Computing: The planned shared infrastructure usage with the
Reykjavik Institute will provide an enormous improvement of Iceland‘s access to computational HPC
resources and consequently increase the competitiveness of Iceland significantly. Hence, access to
such a computing infrastructure is needed to reach Iceland’s science, technology, and innovation goals.

Benefit #2 Empower Researchers via Joint Labs: The IHPC Simulation and Data Labs (SDLs) with
experts in various science and engineering areas can increase and enlarge their international visibility
and obtain additional grants. Dual affiliations of researchers enable very close cooperation.

Benefit #3 Expand Computing Skills & Capabilities: HPC is a research and engineering capability that
delivers a clear impact. Joint university courses, hands-on training, and internships with the Reykjavik
Institute increase Icelandic researchers' and students HPC skills and scientific computing capabilities.

While this report primarily focuses on the scientific community benefits, we would like to use this
opportunity to emphasize the enormous impact on the local industry and Icelandic economy shortly:

anew k ledge-based industry built on local know-how, resources, and location: Unlike
some existing resource-based industries, a compute based knowledge industry creates high-value
modern jobs, both direct and derived. The Reykjavik Institute plans to build 150 expert-level jobs in
Iceland over the next five years, with an equal number of derived jobs, including digital-tech spin-offs.

Attract ing-based val dded industries, i ing space ion and energy

A successful establishment of the Reykjavik Institute will attract enterprises and development groups
benefitting from proximity to experts and computing resources. It constitutes a unique opportunity for
Iceland to contribute meaningfully to the energy transition and decarbonization beyond our borders.

1 PRACE — The Scientific Case for Computing in Europe 2018 — 2026, Online:
https://prace-ri.eu/wp-content/uploads/2019/08/PRACEScientificCase.pdf
2 |celandic HPC (IHPC) National Competence Center & Community, Online: https://ihpc.is/community/

‘[..] the competitiveness of European science &
industry will be jeopardized if sufficiently capable
computers are not made available, together with
the associated infrastructure and skilled people
necessary to maximize their exploitation.”

Scientific and engineering applications of HPC
underpin all aspects of our lives. For example,
HPC can quickly process scientific data and
perform complex calculations at extremely high
speeds. As a result, it has become an integral
part of the scientific method for the physical
sciences (e.g., see Figure 1 for avalanche
simulations based on known physical laws).

Figure 1: Avalanche simulation at Flateyri, Iceland that is
only possible to compute using HPC; Image: Témas
Jéhannesson, Icelandic MetOffice, 3rd IHPC Workshop

The past decade showed a vast increase in HPC use across different scientific communities in Iceland.
For example, the Principle Investigators (Pls) in Iceland that are part of RANNIS HPC proposals grew
from roughly 17 to over 52 today. Many of those Pls are part of IHPC Simulation and Data Labs, and
the number of Pls is expected to grow in the following years. That demonstrates the need for HPC
resources in Iceland and benefits to cooperate closely with the Reykjavik Institute to co-design a
computational infrastructure for energy, space, and the environment in Iceland.

The benefit includes usage access to that shared infrastructure in exchange for skills provided by
Icelandic researchers to use and maintain scientific application codes on the Reykjavik Institute
infrastructure used by a broader set of infrastructure users in the Icelandic private & public sector.

Py

IHPC & Reykjavik
Institute
Remote
Sensing

Science Antificial Intelligence
Park
Reykjavik
European Digital $125M i Iceland, while developing
Innovation Hubs toud " +150 expert level jobs over the
Quantum Digital Society Cloud Computing & next five years
Computing Big Data

Figure 2: Selected impacts of the close cooperation between the Icelandic HPC (IHPC) community and the
Reykjavik Institute, including building 150 expert-level jobs in Iceland over the next five years.

3 PRACE - The Scientific Case for HPC in Europe 2012 — 2020, Online:
https://exdci.eu/sites/all/themes/exdci_theme/images/prace - the scientific case - full text -.pdf
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,[...] the European industry needs increased
support in application development: to develop
effective HPC applications is intrinsically difficult
— and the adoption of such codes to new
hardware (for example, to accelerators such as
GPUs) requires detailed expertise.”*

Icelandic researchers already have excellent
skills in a wide variety of HPC application areas
(e.g., members of IHPC Simulation and Data
Labs) and forming joint laboratories with the
Reykjavik Institute will enable an amplification
factor for their research.

Compared to many other data centre strategies, the Reykjavik Institute plans to create 150 expert-
level jobs in Iceland over the next five years. Those job areas are in computer science and the realm of
science and engineering applications that take advantage of HPC. Therefore, it makes sense to enable
from the start close cooperation between the IHPC community and the Reykjavik Institute and its
computational infrastructure activities. Furthermore, the dual affiliations of Icelandic researchers with
the Reykjavik Institute make it possible not to lose identities with their Icelandic home organization
(e.g., HI, HR, HA, MetOffice, etc.). Figure 2 shows expected initial cooperation impacts, to list a few.

The benefit for Icelandic researchers in in joint lab ies with the Institute is
to strengthen the IHPC Simulation and Data Labs by gaining more international visibility, career path
options for its younger scientists, and being in a better position to win additional research grants.
Apart from having a more substantial footprint in Digital/Horizon Europe EU programs, researchers
can also engage in US grants (e.g., National Science Foundation, Department of Energy, etc.).

Benefit #3 Expand Computing Skills & Capabilities

HPC is a research and engineering capability built using technology, people, and processes to deliver
clear business value and scientific impact. It is not just supercomputing, Al, and Quantum, and
therefore it is instrumental for Iceland to enlarge its number of experts having those capabilities in the
future. They enable a deeper scientific understanding and breakthroughs in nearly every scientific field.

The benefit of coop ion between the Institute and the IHPC community will enable a
broader range of education options through new joint university courses, student education,
i hips, and hand: training to ly increase the HPC research and engineering capability
of Icelandic researchers.
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