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Review of Lecture 10 ςSoftware-As-A-Service (SAAS)
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[1] Microsoft Azure SAASmodfiedfrom [2] Distributed & Cloud Computing Book[3] ZOHO CRM Web page

(horizontal 
scalability 
enabled by

Virtualization 
in Clouds)

(IAAS)

(PAAS)

ÁSAAS Examples of Customer Relationship 
Management (CRM) Applications

(introducing a 
growing range 

of machine 
learning and 

artificial 
intelligence 
capabilities)

[4] Freshworks Web page[5] AWS Sagemaker
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Outline of the Course

1. Cloud Computing & Big Data Introduction

2. Machine Learning Models in Clouds

3. Apache Spark for Cloud Applications

4. Virtualization & Data Center Design

5. Map-Reduce Computing Paradigm

6. Deep Learning driven by Big Data

7. Deep Learning Applications in Clouds

8. Infrastructure-As-A-Service (IAAS)

9. Platform-As-A-Service (PAAS)

10. Software-As-A-Service (SAAS)

11. Big Data Analytics & Cloud Data Mining

12. Docker & Container Management

13. OpenStack Cloud Operating System

14. Online Social Networking & Graph Databases

15. Big Data Streaming Tools & Applications

16. Epilogue

+ additional practical lectures & Webinars for our
hands-on assignments in context

ÁPractical Topics

ÁTheoretical / Conceptual Topics
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Lecture Outline

ÅAssociation Rule Mining in Big Data
ÅWhat is Association Rule Mining

ÅThe On4Off project and the needs of the Retail Industry

ÅThe Apriori and FP-Growth algorithms

ÅThe challenges we face and how to overcome them

ÅHow this applies to the Cloud (Amazon SageMaker, Google Cloud ML, 
!ȊǳǊŜ aŀŎƘƛƴŜ [ŜŀǊƴƛƴƎΧύ

ÅDeep Learning for Label Generation
ÅRefresher: what is Deep Learning?

Å¢ƘŜ ǇǊƻōƭŜƳ ǿŜΩǊŜ ǘǊȅƛƴƎ ǘƻ ǎƻƭǾŜ ƛƴ hƴпhŦŦ

ÅCNNs, Residual Networks, and Transfer Learning

ÅDealing with bad pictures and sparse data: Data Augmentation

ÅColour detection and classification

ÅData Mining in Healthcare

Á Promises from previous lecture(s):

Á Practical Lecture 0.1: Lecture 11 will 

provide more insights into how the 

algorithm works & how they scale for 

big datasets in cloud computing 

environments

Á Practical Lecture 0.1: Lecture 11 will 

provide insights about using the real 

dataset of the pieper perfume stores 

and its big data mining processing 

challenges

Á Practical Lecture 0.1: Lecture 11 will 

provide more insights how to use 

configuration options in data mining 

algorithms to perform fine tuned data 

analysis

Á Practical Lecture 3.1: Lecture 11 

provides more details on using 

recommender engines & that are partly 

considered as data mining technique

Á Lecture 5: Lecture 11 will provide more 

details on data analytics techniques 

using parallel computing for data 

mining applications in Clouds today
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Association Rule Mining in Big Data
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Association Rule Mining (1)

ÅMethodology 
ÅSometimes referred to as simply Ψ!ǎǎƻŎƛŀǘƛƻƴ wǳƭŜǎΩ
ÅUsed to discover unknown relationships hidden in datasets
ÅRulesrefer to a set of identified frequent itemsetsthat 

represent the uncovered relationships in datasets 
ÅIdentify rules that will predict the occurrence of one or more 

items based on the occurrences of other items in the dataset

ÅApproach
ÅUnsupervisedmachine learning method
ÅNo direct guiding output data is 

given to find the patterns
ÅSeveral algorithms exist to perform 

association rule mining
(e.g., Apriori, FP Growth, MAFIA, etc.)

[6] Big Data Tips,
Association Rules
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Á The discovery of association rules fundamentally depends on the discovery of frequent itemsets

Á Frequent itemset means finding sets of items that appear in (or are related to) many "baskets"
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Association Rule Mining (2)

ÅFamous Example in Retail
ÅIllustrating a rule based on a strong relationship 

between the sale of Diapers and the sale of Beer
ÅMany customers who buy Diapers also buy Beer
ÅInvestigating the transactions to find those 

frequent itemsetsseems to be easy 

ÅChallenges
ÅIn real datasets millions or billions 

of transactionsare searched 
ÅTransaction search across 100000 of different 

itemsthat may identify 1000 of rules

ÅAlgorithms Benefit
ÅAutomationof the process using association rule mining algorithms. 
ÅRules help to identify new opportunities and ways for cross-selling products to customers

[6] Big Data Tips,
Association Rules

Lecture 11 ςBig Data Analytics & Cloud Data Mining 7 / 38



The On4Off Project

ÅCommercial Environments 
ÅLarge quantities of data are accumulated in 

databases from day-to-day operations

ÅLays the foundation for mining association rules: 
no data ςno association rule mining!

ÅRetail Example
ÅCustomer purchase data are collected on a daily basis at the 

checkout counters of city stores or when shopping at online stores

ÅAccumulated data items are often market basket transactions

ÅMotivation to Collect and AnalyzeData
ÅManagers of stores are interested in analyzingthe collected 

data in order to learn the purchasing behaviour of customers

ÅEnables a large variety of business-related applications based on the 
identified rules in the data (to be reviewed from store managers!)

[6] Big Data Tips,
Association Rules

[7] German 
ON4OFF project
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The AprioriAlgorithm (1)

ÅThe most commonly used algorithm for Association 
Rule Mining.

ÅFor a given list of shopping baskets, the algorithm 
collects a list of all items and compares their frequency 
to the set minimum support value.

ÅAfter pruning the non-frequent items, the algorithm 
builds two-itemsetsfrom the remaining items and 
compares their frequency to the minimum support 
value.

ÅFrequent two-itemsets(achieve minimum support) are 
then used to build three-itemsets(if possible) with the 
frequent one-itemsets, and so forth.
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Item Count

Beer 3

Bread 4

Cola 2

Diapers 4

Milk 4

Eggs 1

2-Itemset Count

{Beer,Bread} 2

{Beer,Diapers} 3

{Beer,Milk} 2

{Bread,Diapers} 3

{Bread,Milk} 3

{Diapers,Milk} 3

3-Itemset Count

{Bread,Milk,Diapers} 3

TID Items

1 {Bread,Milk}

2 {Bread,Diapers,Beer,Eggs}

3 {Milk,Diapers,Beer,Cola}

4 {Bread,Milk,Diapers,Beer}

5 {Bread,Milk,Diapers,Cola}

Example Transactions and frequent Itemset generation in Apriori [8]

Á Apriori is the most commonly used algorithm for Association Rule Mining.

Á It can create multi-itemsets by iteratively going through the transactions.
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The AprioriAlgorithm (2)

ÅUsing the Apriorialgorithm to generate 
frequent itemsetsfor association rules 
is as simple as implementing functions 
from the MLxtendmodule. [9]

ÅInitially, a one-hot encoded list is 
created from the list of transactions, 
then it is fed to the algorithm along with 
a value for min_support(in this case 
0.01).

ÅThe generated candidate itemsetscan 
range in size from 1 to K-1 where K is 
the total number of unique items.
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[10] MLxtendLib, Association Rules

Á MLxtend is an extremely useful python library for implementing 
Apriori and other machine learning algorithms.
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