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.Celad at a Glance & Collaboration @©

Iceland NCC 33 EURO

“®) rannis Icelandic National Infrastructure for HPC ™ EuroHPC LUMI Supercomputer in Finland

) . ¢ Supercomputer funded by Finland, Belgium, Czech Republic,
¢ HPC hardware funds by RANNIS; now via roadmap IReiP . .
Denmark, Estonia, Iceland, Norway, Poland, Sweden, Switzerland

“* Proposals yearly required to obtain funds still

¢+ Co-Funds by EC and Iceland participation funds from: Uolceland,

% Joint proposal from IHPC community UoReykjavik, and Hannes Jonsson & Egill Skulason

*

EuroHPC EuroCC National
Competence Center for HPC & Al

Teaching & Education in HPC & Al #

HASKOLINN [ REYKJAVIK

% University of Reykjavik e, RETKATUNVERSITY

& Uni itv of Iceland 17X é HASKOLI ISLANDS
¢ University of Icelan i
% EU Project (09/2019-08/2021), 2 years v
. o e . % Arctic Webinar Series | e
++ Building Simulation and Data Labs S
with US partners
(SDLs) of the IHPC Community of Users ( P )
. . . +¢ Digital/Horizon Europe
+* Supports industry engagement in HPC .
MSc in HPC @) JULICH | o
# IHPC Nationa'l Competence Center E”m
Wi forHPCE Alinlceland International Cooperations p=

_’E:.,.“.. d m@"-‘e 'i f «* Tactical: ~4 Joint PhDs with Juelich Supercomputing
i |

Centre in Germany (#1 HPC System in Europe)

IHPC Community of Users

& Organized around RANNIS proposals +»* Tactical: EC Projects like DEEP-EST, EOSC-Nordic,

L RAISE Center of Excellence (CoE)
+» ~53 scientific experts & research group

+» Strategic: Plans of building an Icelandic National Lab
VMDEEF  with international cooperation together with Industry
(e.g. Kaiser Global, other investors)

+» Uolceland/UoReykjavik, Iceland Geo Survey
ISOR, Met Office & industry: Matis, etc.




ompetences of the NCC at a Glance @

Iceland NCC 33 EURO

Competence category Level of HPC readiness of users

Digitalization needed Digitally ready HPC ready HPC users HPC champions

Awareness creation

Expert technical consultancy Experience in teaching @ Experience in Modular @ Experience in parallel & @
technical topics like HPC & Supercomputing Architecture distributed training of HPDA / Al
HPDA systems Technologies models
Services and products Application Experience in @
HPDA & Remote Sensing (#6
in the world)

Business & project
consultancy

Technological assessment Experience in Quantum @

and PoCs Computing (i.e., quantum
annealing)

Mastering the EU HPC Experience in forming @

ecosystem Simulation & Data Labs

(science & industry partners)




Xar pleﬁ' Competence 1

~= Experience in Teaching Technical Topics like HPC & HPDA Systems gyRroO

You
RSIT, "
M S35 Outline of the Course
+ SE % UNIVERSITY OF ICELAND A__&
E 5
. 9,), J¢  SCHOOL OF ENGINEERING AND NATURAL SCIENCES P E—————— . Ui Heaihi Homsdie
; Cryev N . . -
Sed FACULTY OF INDUSTRIAL ENGINEERING, 2. Parallel Programming with MPI 12. Computational Fluid Dynamics & Finite Elements
MECHANICAL ENGINEERING AND COMPUTER SCIENCE 13. Systems Biology & Bioinformatics
WPC revey 3. Parallelization Fundamentals
wh 14. Molecular Systems & Material Sciences
4 Advanced MPI Techniques
HASKo'LINN I' REYKJAVI'K 15. Terrestrial Systems & Climate
5. Parallel Algorithms & Data Structures 16. Epil
o ' REYKJAVIK UNIVERSITY = kpliogye
. 6. Parallel Programming with OpenMP
, Digtakzation w-a-u. 7. Hybrid Programming & Patterns + additional invited lectures by experts & practical
8. Debugging & Profiling & Performance Analysis lectures for our hands-on assignments in context
9. Accelerators & Graphical Processing Units 5 Bractical Topics
10. Parallel & Scalable Machine & Deep Learning » Theoretical / Conceptual Topics
L) L -
@ o
. Expert Technical Consultancy
2021 High Performance Computing Lecture 0 Prologue Part1 .
505 views - Jan 13,2021 s @lo s 5 s

— HPC ready users @ o

L3 L] .
Outline of the Course
0 IgN-rFerrormance computin ourse
L] L]
1. Cloud Computing & Big Data Introduction 11. Big Data Analytics & Cloud Data Mining
. . o .
(Advanced Scientific Computing) e
3, Apattie Sparkiior Cloud Applications 13. OpenStack Cloud Operating System
14. Online Social Networking & Graph Databases
4. Virtualization & Data Center Design
L L 15. Big Data Streaming Tools & Applications
Map-R P: g

- E.g. Cloud Computing & Big Data Course > erteeimesrten | L

6. Deep Learning driven by Big Data
P I I | S I I IVI h i L 1 7. Deep Learning Applications in Clouds + additional practical lectures & Webinars for our
arallel & Scalable Machine & Dee P Learning
9. Platform-As-A-Service (PAAS) * Practical Topics
o "
- E Natural Language Processing (NLP o s
[] L] 0= brok L
2020 Cloud Computing and Big Data Lecture 0 Prologue Part1 M
. B0 s = swe
[ ]

Selected domain-specific courses with HPC relevance

You

of Dr - Ing Morrs Riedel
28 suscrber anarmcs | eovioeo |

1[I} [1] YouTube Channel: https://www.youtube.com/channel/UCWC4VKHmL4NZgFfKoHtANKg




Example Competence 1 — PhD Students S

~= Experience in Teaching Technical Topics like HPC & HPDA Systems  gyroO

-

< N
Ié PhD Student in Computational
L Neuroscience & HPC

¥ Reza
PhD Student in Computational ’&‘

Fluid Dynamics (CFD) & HPC

.,2; Pétur Helgi Einarsson Ernir Erlingsson

PhD Student in HPC Application Co-Design

Rocco Sedona

PhD Student in Remote Sensing & HPC

Surbhi Sharma

PhD Student in Remote Sensing & HPC

Marcel Aach

PhD Student in Computational
Fluid Dynamics (CFD) & HPC

L+iC Chadi Barakat

PhD Student in computational
healthcare & HPC

Dirk Helmrich g

PhD Student in Preserving

Environments with Plants & HPC

Guiding & Recruiting MSc Students

Great joint students to start PhDs

like Gisli Ingolfsson & Liang Ti?




Example Competence 2

~= Experience in Modular Supercomputing Architecture Technologies gyro

Potentially first
2 O 2 3 Exascale system

SERSITa,
HPC champions & % .
Expers in MPC chnoloes ; . % UNIVERSITY OF ICELAND in Europe
- 23 § SCHOOL OF ENGINEERING AND NATURAL SCIENCES
WrC e RESSS
i . ° FACULTY OF INDUSTRIAL ENGINEERING,
MECHANICAL ENGINEERING AND COMPUTER SCIENCE

@) JULICH =
SUPERCOMPUTING
Forschungszentrum CENTRE

AR st

- Expert Technical Consultancy IDEEP
- HPC users T 2020 1 EF s

Module 1 High—sc_eale
Cluster Simulation

workflow

Module 6 Module 2
Multi-tier Storage
JUWELS Booster — A Supercomputer for System

Large-Scale Al Research -..
Europe #1 HPC i S
System in Top500 Roco Seon

[2] YouTube, ‘flexible and energy-efficient supercomputer:
JUWELS is faster than 300 000 modern PCs

Module 5

Module 3
ander Schug ihe i Kameth?, Quantum Data Analytics
3. Sehultz!, Mor: Thowas Lippe:t! Module odul
! Jilich Supercomputing Centre, Forschmgszent=um Jiilich GmblH, Germany
:, lich. QN * QN Module 4
2 5 fences, Neuromorphic

Application Co-Design

: - ®.@ ' _
: I j ! @ \ “ o @ L Learning
P F it ) . R = [6] S. Kesselheimet al., ‘JUWELS Booster - A Supercomputer workflow
for Large-Scale Al Research’, ICS 2021, to appear

Module




Example Competence 2 - Summary

Experience in Modular Supercomputing Architecture Technologies gyro

o Some preparation
_D!’OCGSSIHQ— $ mkdir winterschool winterschool_cache winterschool_tmp

. g $ chmod +w winterschool_cache
Intenvae $ export SINGULARITY CACHEDIR-$(mktemp -d -p “$(pwd) /winterschool_cache")
$ export SINGULARITY_TMPDIR=%(mktemp -d -p “${pwd)/winterschool_tmp")

applications Pull the docker image:

— $ cd winterschool ) I_
—— e o = o == $ singularity pull hus.sif docker://glatard/hws| ara X
L 4 v A J el

Step into the container [ corain] i

|

[“Covid-lQ Chest X-Rays Analysis] [ - ARDS Time Series Analysis] [‘& Neuroscience & BigBrain Research

phag -'nfrastructurell ef "t 3as e onpe LUMI Supercomputer E=== MIBALL& Canadian computing (she' prompt thonges o “sSingularity”)
PRACE  ||FELs, +57 jentindeies CBRAIN infrastructure INFrastructurgs|. s s s -
$ git config --global user.name "Your name”

annn®
A A pnnum® wannnt $ git config --global user.email "peturhelgifgmail.com”™ s
1L \ )

mmunt®
v 5 ammu®® nun® Singularity> datalad install https://github.com/CONP-PCNO/conp-dataset.git
asus®y

Modular Modular . ] TR Canadian CBRAIN . ]
Hec|| BT HPC Singularity Docker L1 Resource Execution MIOOVELIE ARDS Time Series Analysis
Container 1 computing Taiing na esaion s o e G moces _
System System /e i ) J S B P T ——
DEEP - DAM uwets & - CEIEn) | resources - fopyet :

GRU L

— e ——— -wm-..................---lllll""""-' < i -
v . o s s -f’"" = v : jj"l GRU_Layer_2: G [ 2o [ 1000

eMPI& I D|str|buted a _”* . ™ JupyterLab a Git-based Data technology e P e

OpenMP Tralnlng i j%ﬂ o= & Jupyter Management - -
Libraries 3 !\AL/D.L . e Notebook cuDNN )ql'Cl g e
N Deepspeed ' e Ubraries )Y 2 Lipraries || @ packages ..., Covid-19 Chest X-Ray Analysis
N _i N N "DDJ;M_‘ el w0 Covid-X
— e e e e o o o = . —————————v .-. ._"F-'._”..: — — _v o Coﬁj"d_Net Jupyter } s Dataset

Ty # Load required modules

wodule purge

Parallel | Scalable Network| ""Movative I 7 \uiti-core SANVIDIA Gpljch-Many-core key il o v
File Storage Memory rodsle Lond CCCeorer9.3.0

S : Attached| .- T Processors Processors fesufogrware | =i Q) |
ystem | Service = lerarchies igh si ‘Accelerators’ with low . o e i A ; |
(Lustre) J Module 7 Memory| O] (highsingle thread | gy N (ECANOIOGIES | - icivce s s s io st
— performance: ~24 cores) performance, ~7000 cores) S Enuet pyenon. packepes Sratotles i she (Areisl emvirenaent ara. snisze prefared
export PYT] ,‘pmje:uminingma ingol Fssonl/Jupyter/kernels/ingalssonl_kernel/11b)
o nel 58

[7] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021



~ Example Competence 3
A= Experience in Parallel & Distributed Training of HPDA / Al Models

[4] Horovod

mmmmmmmmmmm

- Expert Technical Consultancy
9 H P C C h a m p i O n S using satellite images in remote sensing Healthy Patient Covid-19 Patient

- E.g. using Horovod to scale-up
TensorFlow & Keras for Deep Learning &

- E.g. with remote sensing ] oo
applications (land cover analysis) ' e

- E.g. with health sciences 5" of RN
applications (Covid-19 Xray analysis) 24 nodes x 4 GPUs = 96 GPUS

[5] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High
Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI),
Special Issue on Analysis of Big Data in Remote Sensing, 2019

Deep




" Example Competence 3 — Summary

Experience in Parallel & Distributed Training of HPDA / Al Models

_ processing- g‘l’)‘h’"e
i . . o . , . ee,
[j/ (Near) Real-Time Processing ] [z/y‘ Exploration of Qil Reservoirs ] [% Earth Land Cover Classification ] intensive Leamiﬂg
- applications N N
v_ _———msmmsms=- .........-.""""ll-l---.........._.'...-.---...
et N HE Microsoft . ,
prace - INfrastructure eere ;3 E‘!ﬂ‘:*i.'ic[ LUMI Supercomputel] B Azure Commercial Cloud| computing
PRACE SN " aws ) &Y Google Cloud Vendors infrastructures
__ _ A A
A 4 A 4 ' —
Modular Modular . .
i Singularity ; Docker L L AWS EC2 & DL innovative
HPC HPC C : . ' Amazon Machine Image computin
System System ontainer B onainer (AMI) & Elastic Map puting
DEEP - DAM JUWELS docker Environment] - aws Reduce (EMR) Example resources
Y ——————— e e e e T AT LB A e - vz pistriuted
v w hl........n.m ﬂ— Training
MPI & Parallel - Distributed o ™ JupyterLab Apache of ResNet-50
OpenMP . SVM - Training a ﬁ""i’}j‘* ]y & Jupyter a Libraries te_'chnglogy
Libraries : Tools + ML/DL Il . . Notebook cONN | libraries &
5 Deep>peed ensor lerarles) jupvter |ibraries <] Sp K packages -
W \ 4 V.. E
. — Teaa, :
Parilllel Scalable nNetwork Irllzovatwe . 4 Multi-core [ 1nVIDIA GPUs] Many “Core e, key , Nl
File Storage Attached| emc;:v Processors Processors hardWm--.. #128
System | Service {: 7 Memory IiLa:w(l:VII:IS (high single thread (‘Accelerators’ with low technologies | &PUs
(Lustre) / Module wi S performance: ~24 cores) - performance, ~7000 cores) J "M m. = inparallel

[7] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021




Example Competence 4

A= Application Experience in HPDA & Remote Sensing (#6 in the world) pyro

% Morris Riedel

The University of Iceland is one of the six best universities in
the world in the field of remote sensing!

Deep
Learning

uuuuuuu

. Services and Products
— HPC Users

- E.g. Feature Selection &
Engineering Methods

- E.g. Transfer-Learning expertise
with succesful deep learning networks

- E.g. Combination of
traditional machine learning &
new deep learning models s




Example Competence 4 — Contacts

~= Application Experience in HPDA & Remote Sensing (#6 in the world) eyro

IHPC
@ o V

The University of Iceland is one of the six best universities in

— . . the world in the field of remote sensing!
Jotunn Gardar — decommissioned History Community ~ All Community Experts Support Acknowledgements 9

& Haskoli islands @Haskoli Islands

Aug 14
_ Haskoli fslands er i 6. saeti yfir fremstu haskola heims 4 svidi fjarkonnunar samkvaemt
Hafu samband - Contact us hinum virta Shanghai-lista. Skélinn er enn fremur  hépi hundrad bestu haskélanna innan
jarvisinda. Frabzerar fréttir fyrir starfsmenn, studenta og samfélagi allt!

hiis/frettir/haskol.

Simulation and Data Lab Remote Sensing

o) ranong
& Remote Eanh
= S et
e Example: Land cover
B | o EERh classification

. . | = I
General information AVIRIS CONCEPT

The Simulation and Data Lab Remote Sensing (SimDataLab RS) leads to increase the visibility on interdisciplinary research between remote sensing and EACH SPATIAL ELEMENT HAS A n; i 4 MaChlne
advanced computing technologies and parallel programming. This includes high-performance and distributed computing, quantum computing and specialized %oggé%qr%'ins‘ffvc;é‘?#;"m E“ 4 . Learning .
hardware computing. The SimDatalab RS is based at the University of Iceland and works together with the High-performance and Disruptive Computing in SURFACE AND ATM OSPHE| e w
Remote Sensing (HDCRS) working group of the Geoscience and Remote Sensing Society (GRSS). Together with HDCRS, the SimDataLab RS disseminates T T R ' Models
information and knowledge through educational events, special sessions and tutorials at conferences and publication activities. —— i
woz s
;IM
Members S
o Ing. Rocco Sedona Surbhi Sharma  Ernir Erlingsson .
Prof. Dr. — Ing. Morris Riedel . T e =
Dr. -Ing. Gabriele Cavallaro g v
Lo Challenges:
L mixed pixels
224 SPECTRAL IMAGES ! &
TAKEN SIMULT ANEOUSLY 3” REGETATICH . un balanced
L land cover
[9] AVIRIS S classes

[8] IHPC SimDatalLab Remote Sensing Web Page




Example Competence 5

f,\%'/ Experience in Quantum Computing (i.e., guantum annealing)

L7 Sa% .
’ ‘@l ) ?@: ID | Sensor | Datapoints | Train Samples | Classes

,,,,, oot ‘ Im16 | Landsat | 2002007 | 500 | 2
e o e o o : : Im40 | Landsat | 200x200x7 | 500 [ 2

[16] G. Cavallaro & M. Riedel et al., Approaching Remote Sensing Image Classification with Ensembles of
SVMs on the D-Wave Quantum Annealer, Proceedings of the IEEE IGARSS 2020 Conference

[ ]
- Technological assessment & PoCs s Dl  Colr £ ko s e i
. Proceedings of the IEEE IGARSS 2021 Conference, to appear
- HPC Champions
- Experience with

-
2 pors
D-Wave Quantum
University of Iceland (Or
Date: 31/05/2021- 03/ 21 e "= '® Demystifying

Quantum
Computing

An nea Ie r SySte m Summer school on High-performance

and Disruptive,Computing in Remote

- Cutting-edge IEEE Sensing A
Training Events

[17] Summerschool Web Page [13] Quantum SVM, D. Willsch et al. [14] M. Riedel, UTMessan 2020 YouTube Video




Example Competence 5 — Challenges

‘2= Experience in Quantum Computing (i.e., guantum annealing)

— _ x processing-
[‘*f/‘ (Near) Real-Time Processing ] [Jf—_:][‘p ria]—|Distributed) DLTraining] [ * 11 IML Hyper-parameter Tuning & NAS] intensive RS
= Ty — applications
y- - - - -"----" y — T \ 4
Ppaage~HPC Infrastructure B Microsoft o mmercial Cloud 'JUNI@ Juelich Unified InfrastruFture . computing
PRACE W) Ay Google Cloud  Vendors @ < for Quantum Computing | infrastructures
A _ L Y o
v \ 4 v
Other s Modular L L AWS EC2 & DL D-Wave innovative
EU B HPC S Amazon Machn"\e Imagée Systems computing
HPC System . (AMI) & Elastic Map Quantum SIS
Systems JUWELS Reduce (EMR) Example Annealer
N
P - g —. e
v ) v v v v
ﬁ MPI Parallel G ®. w ML/DL Apache G D-Wave G QU Quantum |  technology
OpenMP : SVM 2 ¢ Libraries Libraries Ocean . . SVM libraries &
Modules LS SR VRN I % API /Em Python | packages
NG I wr’. DeepSpeed Spofk. Library f| L= Code
~ A L A — - s
v K v v
. Multi-core . EnVIDIA. GPUs Many-core Quan_tum . Ql::ahthum key
Processors Processors PCh'p ‘ DW2(|)80Q hardware
(high single thread . (‘Accelerators’ with low ¢ regasus k .| technologies
performance: ~24 cores) - performance, ~7000 cores) ~5000 Qubits 2000 Qubits g
@Parallel ML implementations still rare (MP1/OpenMP) ) ‘ 5 ) Costs of GPUs of CC vendors (e.g., EC2) tough, 24$/hou) Legend:

( 2) Open source tools good, but all need to fit in versions ) ( 6 )GPU hours are free, but requires time grant proposal )

( 3 ) Using very many GPUs beyond NVlink could be tricky ) ‘ 7 )Free GPUs in Google Colab vary in the available types )

Highlighted
Challenges &

1 4 ) Look & feel of CC vendor ML services differ signiﬁcant@ ( 8 )Works not yet with multi-class problems & large data ) Experiences

[12] M. Riedel, G. Cavallaro, J.A. Benediktsson, ‘PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE LEARNING
IN REMOTE SENSING FROM HPC OVER CLOUD TO QUANTUM COMPUTING?, in Proceedings of the IGARSS 2021 Conference, to appear




Example Competence 6

Experience in forming Simulation & Data Labs (science & industry) guyro

g & g # IHPC National Competence Center
- — ™ — for HPC & Al in Iceland

uuuuuuu

e
To get information regardin; atad 2 b if you would like to

Digtakzation nesded
- + # g get those information then b moderators of the
a Lab Comy

mailing list can send to it.

v History  Acknowledgements  Hafdu samband ~ Contact us

Community

[10] Icelandic HPC C ity Web page IHPC maiing list
. Mastering the EU HPC ecosystem
- HPC Users S

- Experience in establishing Simulation & Data
Labs (SimDatalabs) for Community Building

- Based on experience over 15 years

Simulation and Data Lab Health and Medicine

Deep

[20] JSC Simulation Labs Web Page

Learning
- _ Models
‘J J U LI C ) | SrsREa e Simulation for
Forschungszentrum CENTRE Labs

ARDS

i
¥ Nucledr's - ¥

&
. Particle
*  Physics

vr—

[18] IHPC SimDatalLab Health & Medicine Web Page




Example Competence 6 — SMEs

~= Experience in forming Simulation & Data Labs (science & industry) gyro

Simulation and Data Lab Acoustic and Tactile Engineering IHPC National competence Center
Acoustic and Tactile Engineering - for HPC & Al in Iceland

General information
The NLP Lab is based at the University of Iceland and works together with startups and companies on research projects and innovation. Currently, the lab is

Members working with Nordverse and Mideind. The NLP Lab disseminates i ion and through educational events, special sessions, and tutorials at

[10] Icelandic HPC Community Web page [23] EuroCC Project conferences and publication activities.

RAISE

Natural Language Processing Lab

General information

The Natural Language Processing Lab (NLP Lab) connects a community of researchers in NLP: The main focus is on large language models that reqire high-
performance distributed computing environments to train efficiently.

The focus of the Acaustic and Tactile Enginesring c.ucu'rE] Iab is both on research and product development. For the last few years, cur main facus has been on

pment of wearable assisti paired persans and cochiear implant recipients. We are also working on other projects, such as
utionsfo delvring virus) acoustics (. sounds genarated by computere) s relaically as possile and on mult<chanee evoringplybck ig .

Some of our current collaborations include; Oticon Medical, DTU {Technical University of Denmark), University of Southampton and Treble technalagies. W e

[22] IHPC SimDatalLab Accoustic & Tactile Engineering Web Page

Hafsteinn is an assistant professor at the School of Engineering and Natural Sciences of the University of Iceland. He received his Ph.D. in Computer Science
from ETH in 2018. He has worked on applied ML solutions for startups and in the Icelandic banking sector. He is currently focused on natural language
processing, interpretable ML methods and optimization problems

Prof. Dr. Hafsteinn Einarsson

Prof. Dr Ing Rinar Unnpérason

Vésteinn Snaebjarnarson
Vésteinn is a researcher at language technology co) and an MSc student at the School of Engineering and Natural Sciences of the University of
[21] RAISE Center Of Excellence Web Page Iceland. He works in machine translation, language mo: uestion answering.

SME

Dr. Runar Unrthorason i a Professor (100%) st the faculty of Industrial engineering, Mechanical engineering, and Computer Science at the University of lcsland.
Pia’s s esearhrtrssts are i pefonmanosangineerngand the ninssring sl cation of oot
dieplays and proch

brations for sensary substitution, nan-

Frof. Runar Unntharssan, coordinated the 4ME H2020 RIA project Sound of Visian (no. 643636) which was carried out in the years 2015-2017. The project
received the EC's 2018 Innovation Radar Prize in the category Tech for Saciery for the development of an assistive device for the visually impaired. In 2017 the
Iab was awarded the 2* prize for ita at e and Innovation Awards. The ACUTE lab s cumently working on the
development of the tactile display - with suppert from the Technology Development Fund (ihe.is)

We create software that simplifies
complex health information

to empower valuable human care.

Home Solution Abo Get Starte

Nordverse is a Nordic based health tech startup created in 2019 by two
medical doctors and a PhD computer scientist. Nordverse has received
numerous grants and awards as well as having built a strong team to deliver
high-quality software from clinical and aimed to

nordverse

deliver real clinical value.

Dr.Ing. Finnur Pind

Dr. Finnur Pind received his MScin acoustical enginesring in 2013 from the Technical University of Denmark (DTU), and his PhD from the same institution in Our Partners

2020. st d was done ith the architectural studio Henning Larsen. Between his MSe and PhD S M E
sudies. Finnur in the building industry for some three years. eting the world of acoustics he was a software engineer in a-n
the talecom industry. Hia ressarch interests incluk based {numerical) acoustic simulations, scoustic virtusl reslity, room surface modeling, high-

performance computing and spatial audio. He is currently a postdoctoral researcher at the ACUTE (Acoustics and Tactile Enginesring) aroup at the University of

i p—
Ny .
LANDSPITALI ety (e _ Technology
Iceland and co-founder / CEO of Treble Technologies, which develops state-of the-art virtual acoustica software. Deverspment Fur

<NHH/> 52 @HSN lpsens

TING ©i.. el

Enabling a better sounding world

ICEL/ANDIC

¥ Samrurs

Treble Technologies develops cutting-edge wave-based sound simulation products for the AEC industry.
Unprecedented accuracy. Streamiined workflow. Experience how your design sounds and feels.

Ehvar 2t Evarsson worked as an slectronics paci installstion. pleted hia MSc d
lectica and et ngiveering st he Univertyof e and n 2020 hering spect i asan shange sttt the Techrical nivrsty of Dermark (L)

taking acoustical engineering courses. He is currently a PhD student in industral engineering at the University of Iceland, working with the AGUTE group and

focusing on sudiv-tactile integration [24] Treble Technologies [25] Nordverse




Topics of interest for networking

To share with other NCCs

IHPC National Competence Center
v e for HPC & Al in Iceland

[10] Icelandic HPC Community Web page

. Simulation & Data Lab Communities
- Getin contact w.r.t. domain-specific topics

- Technology Topics

- Interest to work together w.r.t. Modular
Supercomputing & Quantum Computing

UNIVERSITY OF ICELAND

Simulation and Data Lab Computational Chemistry [28] Science Institute

General Information The Science Institute _Institute of Physical Sclences _Institute of Earth Sciences.

Advancement of theory and methodology for atomic scale simulations, with broad ranging applications for chemistry and physical chemistry, reaction rate

The Science Institute
theory, adsorption spectroscopy, and magnetism, to name a few.

f
Prof. Hannes Jonsson o nd

Dr. Elvar m Jonsson

Development of explicit polarizable classical solvent models and methodology for hybrid simulations coupling classical and quantum mechanics for the
simulation of solvated molecules and the solid / liquid interface.

[27] IHPC SimDatalLab Computational Chemistry Web Page

Dr. Pavel Bessarab

wledgements  Hafdu samband ~ Con

All Community

Simulation and Data Lab Neuroscience

Community

" Simulation and Data Lab Computational Chemistry
To get information regarding g ’

get those information then p
mailing list can send to it.

p if you would like to

Simulation and Data Lab Computational Fluid p moderators of the

IHPC mailing list Simulation and Data Lab Electron, optical and tran
To get information to HPC 2 JSIMECEICREEIELL
Natural Language Proc

Simulation and D: ctile Engineering

Simulation and Data Lab Health and Medicine

Simulation and Data Lab Software Engineering for e-

Dr. Pedro Costa

Ph.D. Student S. Reza Hassanian. M

[26] IHPC SimDataLab CFD Web Page

Prologue

The Simulation and Data Lab computational fluid dynamics (SimDataLab CFD) is leading parallel computing in Computational fluid dynamics in Iceland at the
University of Iceland. The SimDatalab is Iceland's representative in the international projects in CFD and parallel computing. SimDatalLab CFD aims to develop
parallel code applications in CFD and support users who have already developed parallel application codes. SimDataLab CFD participates in the European project
network in parallel computing and has an infrastructure and access to powerful parallel systems in-memory optimization, processing system architecture, high
scalability, and have performance optimization computer nodes.
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[1] YouTube Channel, HPC & Cloud Courses, Prof. Dr. - Ing. Morris Riedel, Online:
https://www.youtube.com/watch?v=CbMCHs-Rv_w

[2] YouTube Video, ‘flexible and energy-efficient supercomputer: JUWELS is faster than 300 000 modern PCs’ Online:
https://www.youtube.com/watch?v=t5kNxPT5rSY&list=PLCer2BIxxQ2zToC6SRVIfwj0MO1-xli6l

[3] DEEP Series of Projects Web page, Online:

http://www.deep-projects.eu/

[4] Horovod: Uber’s Open Source Distributed Deep Learning Framework for TensorFlow, Online:
https://www.slideshare.net/databricks/horovod-ubers-open-source-distributed-deep-learning-framework-for-tensorflow
[5] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High Performance Distributed Deep Learning, Journal
of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI), Special Issue on Analysis of Big Data in Remote Sensing, 2019, Online:
https://www.researchgate.net/publication/338077024 Remote Sensing Big Data Classification with High Performance Distributed Deep Learning

[6] S. Kesselheim, A. Herten, K. Krajsek, J. Ebert, J. Jitsev, M. Cherti, M. Langguth, B. Gong, S. Stadtler, A. Mozaari, G. Cavallaro, R. Sedona, A. Schug, A. Strube,
R. Kamath, M.G. Schultz, M. Riedel, Th. Lippert, JUWELS Booster - A Supercomputer for Large-Scale Al Research’, ISC 2021, to appear

[7] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in
proceedings of IEEE IPDPS, 2021

[8] Icelandic HPC Simulation and Data Lab Remote Sensing, Online:

https://ihpc.is/simulation-and-data-lab-remote-sensing/

[9] AVIRIS Concept, Online:

https://aviris.jpl.nasa.gov/aviris/concept.html

[10] J. Lange, G. Cavallaro, M. Goetz, E. Erlingsson, M. Riedel, ‘The Influence of Sampling Methods on Pixel-Wise Hyperspectral Image Classification with 3D

Convolutional Neural Networks’, Proceedings of the IGARSS 2018 Conference, Online:
https://www.researchgate.net/publication/328991957 The Influence of Sampling Methods on Pixel-Wise Hyperspectral Image Classification with 3D Convolutional Neural Networks
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[11] G. Cavallaro, Y. Bazi, F. Melgani, M. Riedel, ‘Multi-Scale Convolutional SVM Networks for Multi-Class Classification Problems of Remote Sensing Images’,

Proceedings of the IGARSS 2019 Conference, Online:
https://www.researchgate.net/publication/337439088 Multi-Scale Convolutional SVM Networks for Multi-Class Classification Problems of Remote Sensing Images

[12] M. Riedel, G. Cavallaro, J.A. Benediktsson, ‘PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE LEARNING IN REMOTE SENSING
FROM HPC OVER CLOUD TO QUANTUM COMPUTING?, in Proceedings of the IGARSS 2021 Conference, to appear

[13] D. Willsch, M. Willsch, H. De Raedt, K. Michielsen, ‘Support Vector Machines on the D-Wave Quantum Annealer’, Online:
https://www.sciencedirect.com/science/article/pii/S001046551930342X951733

[14] YouTube, Morris Riedel, UTmessan 2020 - Demystifying Quantum Computing, Online:

https://www.youtube.com/watch?v=EQGshhspn9A

[15] A. Delilbasic, G. Cavallaro, F. Melgani, M. Riedel, K. Michielsen: QUANTUM SUPPORT VECTOR MACHINE ALGORITHMS FOR REMOTE SENSING DATA
CLASSIFICATION, in Proceedings of the IGARSS 2021 Conference, to appear

[16] Cavallaro, G., Willsch, D., Willsch, M., Michielsen, K., Riedel, M.: APPROACHING REMOTE SENSING IMAGE CLASSIFICATION WITH ENSEMBLES OF SUPPORT
VECTOR MACHINES ON THE D-WAVE QUANTUM ANNEALER, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium
(IGARSS 2020), September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA, to appear, Online:
https://igarss2020.org/Papers/ViewPapers.asp?PaperNum=1416

[17] Summer school on High-performance and Disruptive Computing in Remote Sensing Web page, Online:
https://www.hdc-rs.com/activities/hdcrs-summer-school-2021

[18] Icelandic HPC Simulation and Data Lab Health & Medicine, Online:

https://ihpc.is/simulation-and-data-lab-health-and-medicine/

[19] SMITH Project Web Page, Online:

https://www.smith.care/home-2/
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[20] Juelich Supercomputing Centre, Simulation Labs Web Page, Online:
https://www.fz-juelich.de/ias/jsc/EN/Expertise/SimLab/simlab _node.html

[21] RAISE Center of Excellence Web Page, Online:

https://www.coe-raise.eu/

[22] Icelandic HPC Simulation and Data Lab Accoustic & Tactile Engineering, Online:
https://ihpc.is/simulation-and-data-lab-acoustic-and-tactile-engineering/

[23] EuroCC Project, Online:

https://www.eurocc-access.eu/

[24] Treble Technologies, Online:

www.treble.ac

[25] Nordverse, Online:

https://nordverse.com/

[26] Icelandic HPC Simulation and Data Lab Computational Fluid Dynamics, Online:
https://ihpc.is/simulation-and-data-lab-computational-fluid-dynamics/

[27] Icelandic HPC Simulation and Data Lab Computational Chemistry, Online:
https://ihpc.is/simulation-and-data-lab-computational-chemistry/

[28] University of Iceland, The Science Institute, Online:
https://raunvisindastofnun.hi.is/home
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