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Outline

= Understanding Key Technologies
= High Performance Computing & Supercomputing
= Critical Societal & Economic Application Examples
= Major Icelandic HPC Activities & International Collaborations
= Al through Parallel & Scalable Machine & Deep Learning

= Addressing Societal Challenges via HPC & Al

= Preserving our Environment — Remote Sensing Examples
® |mproving our Healthcare — Medical & Neuroscience Examples
= Rebuilding our Economy — Retail & Industry Application Examples

“ IHPC National Competence Center
L — for HPC & Al in Iceland

[1] PRACE — What is HPC, YouTube Video

= Summary & Future Work
= Selected References

=" Acknowledgements

[10] Icelandic HPC Community Web page
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High Performance Computing (HPC) & Supercomputing

Multi-Core CPUs as Cluster Fast Interconnects

@D

o

Additional Many-Core GPUs

Accelerators attached to host CPUs with
moderate speed, but 100 — 1000 processors

Cluster nodes interconnected with a low-latency

Large number of processors with high single
high-bandwidth network (e.g. Infiniband)

thread performance and cache hierarchies

Parallel Programming Environment

Schedulers, monitoring systems, parallel libraries

GPU
Multiprocessor 1 Multiprocessor N R

Shared Memory

P1 P2 P3 P4 PS

Parallel File Systems & Storage

Using binary parallel file formats & large storage
capacities on different levels (NVRAM, Disk, Tapes)

) "

.

£ m
M“ 4 3

O— e

JUWELS

RAEs

Building Infrastructure

Cooling, cables, fire safety, etc.
P1 P2 P3 P4 P5

[2] JUWELS - Zeitraffer, YouTube Video
Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC) 4/40



Critical Societal & Economic Applications that require HPC Resources

L]
Ice M Od el in g [29] Memon, M.S. & Riedel, M. et al.:
Scientific workflows applied to the
e.g. g|ac|er calvi ng coupling of a continuum (Elmer v8.3) &
a discrete element (HIDEM v1.0) ice
dynamic model, GMD Vol 12 (7), 2019

Dr. Shahbaz Memon (2019)
PhD Student Graduate, University of Iceland

Aerospace Engineering

e.g. computational fluid dynamics

E Terrestrial Systems & Cllmate

e.g. groundwater modeling

Volcanic Eruptions Modeling

April 14 2010 02 UTC Height: about 3 km
Y= e ¥ e.g. spreading of ash clouds E

[ i COVID-19 Models

e.g. understanding spread of virus in detail

€
3

[5] SimLab Terrestrial Systems

Systems Biology & Medicine

mawsus3EBEEE

&

Green Energy Research

e.g. protein folding

[6] SimLab Biology

e.g. understanding turbulence in windfarms
) Seyedreza Hassanianmoaref
NEW R N S E . . - -8 Callsign “Reza”
w BYGRY LAy g > Y 8 ; /“7 PhD Student, University of Iceland
ot "> IHPC Simulation and Data Lab
8 Computational Fluid Dynamics (CFD)

[8] IHPC SimDatalab CFD Web Page

Center of Excellence
Actuater disc Actuator line

[3] Humidity in Covid-19, YouTube Video  [4] RAISE Center of Excellence Web Page
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Executive Summary — Major Icelandic HPC Activities

. EuroHPC
*f,'.

EuroHPC LUMI Supercomputer in Finland

“.®) rannis i i
o Icelandic National Infrastructure for HPC % Supercomputer funded by Finland, Belgium, Czech Republic,

+¢ HPC hardware funds by RANNIS; now via roadmap IReiP . .
Denmark, Estonia, Iceland, Norway, Poland, Sweden, Switzerland

+¢ Proposals yearly required to obtain funds still
P yearly req %+ Co-Funds by EC and Iceland participation funds from: Uolceland,

% Joint proposal from IHPC community UoReykjavik, and Hannes Jonsson & Egill Skulason

Teaching & Education in HPC & Al

¢ University of Reykjavik #

HASKOLINN [ REYKJAVIK

Pt EuroHPC

EuroHPC EuroCC National
Competence Center for HPC & Al

«»* EU Project (09/2019-08/2021), 2 years

< University of Iceland  #%5% reE=
g”é‘%.i} HASKOLI ISLANDS
% Arctic Webinar Series s

(with US partners) m European |

Commission

¢+ Building Simulation and Data Labs
(SDLs) of the IHPC Community of Users
+» Digital/Horizon Europe MSc in HPC

l) JULICH

Forschungszentru m

¢ Supports industry engagement in HPC

JOLICH
'SUPERCOMPUTING
CENTRE

International Cooperations

+¢ Tactical: ~4 Joint PhDs with Juelich Supercomputing
Centre in Germany (#1 HPC System in Europe)

+ Tactical: EC Projects like DEEP-EST, EOSC-Nordic,
RAISE Center of Excellence (CoE)

¢ Organized around RANNIS proposals

+» ~53 scientific experts & research group

# Uolceland/UoReykjavik, Iceland Geo Survey «» Strategic: Plans of building an Icelandic National Lab

iSOR, Met Office & industry: Matis, etc.

with international cooperation together with Industry

(e.g. Kaiser Global, other investors)
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Focus Talk: Artificial Intelligence through Machine & Deep Learning

Artificial Intelligence (Al)

A wide area of techniques and tools that enable
computers to mimic human behaviour (+ robotics)

Classification

Machine Learning (ML)

Learning from data without explicitly being
programmed with common programming languages

Deep Learning (DL)

Systems with the ability to learn underlying
features in data using large neural networks

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Regression

[9] Neural Network 3D Simulation
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Parallel & Scalable Machine & Deep Learning — Al & Big Data needs HPC/Clouds

Morris Riedel @MorrisRiedel - Mar 21, 2019
Video of my talk @ Deutscher Bundestag German federal parliament now at
dbtg.tv/cvid/7332302 discussing among #Artificialintelligence experts HAICU

L §
@helmholtz_en SMITH, ON4OFF & Modular Supercomputing by @DEEPprojects
\  @fzj_jsc @fz juelich @uisens @uni_iceland @Haskoli_Islands
¥ ) > 2 ==
e l INTES st

@MorrisRiedel High Performance
Computing & Cloud
N Computing

‘small datasets’

manual feature Medium Deep Learning Networks
engineering’
changes the

on{en’ng

Small Neural Networks

Traditional Learning Models

Model Performance / Accuracy

MatlLab
Statistical
Random Computing with R
Forests
scikit-learn Weka  Octave
g Dataset VOIume 9 lBig Datal [7] www.big-data.tips
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Icelandic HPC Community — Simulation & Data Lab Remote Sensing

IHPC A @i .

The University of Iceland is one of the six best universities in
the world in the field of remote sensing!

@ Haskeli fslands @1 faskollIslands - Aug 14
Jétunn Gardar — decommissioned History Community All Community Experts Support Acknowledgements Hasksli fslands er i 6. sati yfir fremstu haskola heims 4 svidi flarksnnunar samkvaemt
hinum virta Shanghai-lista. Skolinn er enn fremur { hopi hundrad bestu haskdlanna innan
jardvisinda. Frabaerar fréttir fyrir starfsmenn, stidenta og samfélagi allt!

Haf8u samband — Contact us his/frettir/haskol.

Simulation and Data Lab Remote Sensing w | v
o Remote —
L e B0,
S Eopersion
S (o

. . | = I
General information AVIRIS CONCEPT

The Simulation and Data Lab Remote Sensing (SimDataLab RS) leads to increase the visibility on interdisciplinary research between remote sensing and EACH SPATIAL ELEMENT HAS A

advanced computing technologies and parallel programming. This includes high-performance and distributed computing, quantum computing and specialized f;?rgé’:ﬂ%’:f:ﬁgg?y;“”

Machine
L A Learning

hardware computing. The SimDataLab RS is based at the University of Iceland and works together with the High-performance and Disruptive Computing in SURFACE AND ATMOSPHERE -
Remote Sensing (HDCRS) working group of the Geoscience and Remote Sensing Society (GRSS). Together with HDCRS, the SimDatalab RS disseminates T e oo Models
information and knowledge through educational events, special sessions and tutorials at conferences and publication activities. (7 ‘M
o <ol
Members .
- Ing. Rocco Sedona Surbhi Sharma  Ernir Erlingsson =
Prof. Dr. — Ing. Morris Riedel _ S e
Dr. -Ing. Gabriele Cavallaro g vamn
i Challenges:
[

mixed pixels
& unbalanced
land cover
classes

L R T T
CMELENSTH )

224 SPECTRAL IMAGES
TAKEN SIMULT ANEOUSLY

z EGETATION

N

FerLectace

[12] AVIRIS " o

[11] IHPC SimDatalab Remote Sensing Web Page
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Research Examples — Al Applications in Remote Sensing using HPC

processing- ZZC'""‘*
T . . @ . . . X4 . . . ee,
[v:».z’ "> (Near) Real-Time Processing ] [V Exploration of Oil Reservows] [@ Earth Land Cover Classification ] intensive Learnlﬁg
o applications '- I
--——-——----- —
* ¥k HE Microsoft . 9
Infrastructure EE': agg Eﬁﬁﬂﬂ.‘;c[ LUMI Supercomputer] B Azue Commerecial Cloud . computing
PRACE SIMRE= erakng Ws Y Google Cloud Vendors infrastructures
_________ A
v \rl =
Modul Modul M/
odular odular (o 7 ;
i - Singularity Docker i i 'J AWS EC2 & DL innovative
HPC HPC . . L Amazon Machine Image fi
Container - Container , computing
System System (g Environment Environment (AMI) & Elastic Map
DEEP - DAM JUWELS \sj docker s Reduce (EMR) Example resources
e — —— — — — _______ = e e o e el et * le” "l " AL " Distributed
v v P Tt i'/ Training
MPI & Parallel JupyterLab Apache -
D|str|buted upyterla “ Apact technology of ResNet-50
OpenMP . SVM Tralmng SO & Jupyter Libraries libraries &
Libraries[| s\ < ML/[?L =2 Notebook cuDNN aracHs delElten
$ < Ueeobpeeo Tensorfiow Libraries e |ibraries <] Spqr packages R
N A A A
— _v_ - v v - S s _—l.._.._ — [ HOROVOD ]
Parillel Scalable Network Irlm\;\ovatlve A Multi-core [@nVIDlA. GPUs] Many- cb'r'e-...,__ key *
File Stora.ge Attached " emc}:ry Processors : Processors hardWare-... #128
System | Service “‘L;j Memory I?Lalr\lcv;\(/els (high single thread . (‘Accelerators’ with low technologles GPUSs
(Lustre) / Module —— wit S performance: ~24 cores) performance, ~7000 cores) in parallel
[13] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC) 11 /40



Research on Parallel & Scalable Machine Learning Algorithms — SVM

= Parallel Support Vector Machine (SVM) piSVM
= Being most scalable SVM (open source) still today
= Significantly improved from original piSVM authors
= Maintained by Simulation & Data Lab Remote Sensing

[14] C. Cortes & V. Vapnik, ‘Support Vector Networks’,

Scenario ‘pre-processed data’, 10xCV serial: accuracy (min) Machine Learning, 1995
yIC 1 10 100 1000 10000 = ' i
28 optimized rﬁ’},;hgl
2 4890 (18.81) 6501 (19.57) 7321 (20.11) 75.55 (22.53) 74.42 (21.21) e [
4 5753 (16.82) 70.74 (13.94) 75.94 (13.53) 76.04 (14.04) 74.06 (15.55) .
8 6418 (1830) 74.45(15.04) 77.00 (14.41) 75.78 (14.65) 74.58 (14.92) .
16 68.37 (23.21) 7620 (21.88) 76.51 (20.69) 75.32 (19.60) 74.72 (19.66) ;
32 70.17 (34.45) 7548 (34.76) 74.88 (34.05) 74.08 (34.03) 73.84 (38.78) e
8
4 e memory :c:us problems
b
Scenario ‘pre-processed data‘, 10xCV parallel: accuracy (min) e = o 28
11:00 + : :
~/C 1 10 100 1000 10000 10:00 optimized 1SuM
09:00
2 7526 (1.02) 65.12 (1.03) 73.18 (1.33) 7576 (2.35) 74.53 (4.40) 0800 -
4 57.60 (1.03) 70.88 (1.02) 75.87 (1.03) 76.01 (1.33) 74.06 (2.35) o720 4
64.17 (1.02) 7452 (1.03 ) 77.02 (1.02) 75.79 (1.04) 74.42 (1.34) et
16 6857 (1.33) 76.07 (1.33) 7640 (1.34) 7526 (1.05) 74.53 (1.34) o400 & memory acces problems
32 7021 (1.33) 7538 (1.34) 74.69 (1.34) 73.91 (1.47) 73.73 (1.33) 000§ % .
02:00 - ™
01:.00 )
First Result: best parameter set from 14.41 min to 1.02 min P L T

Second Result: all parameter sets from ~9 hours to ~35 min

[13] G. Cavallaro & M. Riedel & J.A. Benediktsson et al., ‘On Understanding Big Data Impacts in Remotely Sensed Image Classification Using Support
Vector Machine Methods’, Journal of Applied Earth Observations and Remote Sensing, 2015

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Machine
& Deep
Learning

Spectral-Spatial Classification of Remote Sensing
Optical Data with Morphological Attribute Profiles
using Parallel and Scalable Methods

Gabriele Cavallaro

Dissertation submitted in partial fulfillment of a Philosophiae Doctor degree

in
Electrical and Computer Engineering

Advisor
Professor Jon Atli Benediktsson

Faculty of
chool o

[FEssa}
Eunannn

research challenges:

smart load balancing schemes for scaling up

Dr. — Ing. Gabriele Cavallaro (2016)

PhD Student Graduate, University of Iceland
IHPC Simulation and Data Lab

Remote Sensing
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Research on Parallel & Scalable Machine Learning Algorithms — DBSCAN

= Parallel Density-based Clustering of il I rented ;
. . . . —— MPIDS1 2
Applications with Noise (DBSCAN) HPDBSCAN R L
. . B
= Being most scalable DBSCAN (open source) still today g 16
8
= Highly cited Supercomputing conference paper until today !
= Maintained by Simulation & Data Lab Remote Sensing "o 8w o sz
[16] Ester et al., DBSCAN, 1996 number of cores
processor 1_ | processor 2 research challenges: =2
gy ; ~ . . o (R hd e
W N T cluster merging appronches ¢ ey G
o 4o Zeca Y S
16 Qszobe 3 g A e
O
4 Cnn t)a? 1 Q2 Scalable Data Analysis in High
[OF%e) Performance Computing
HPDBSCAN e 5%‘“\/5'%"‘;‘

Estimate
splits

==N

H
|| Local |i
DBSCAN !

Dr. Markus Go6tz (2017)
PhD Student Graduate, University of Iceland
Now Karlsruhe Institute of Technology (KIT)
Helmholtz Al, Germany

[15] M. Goetz and M. Riedel et al, Proceedings IEEE Supercomputing Conference, 2015
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Research on Parallel & Scalable Machine Learning using Innovative Hardware

= Co-designing EU Modular Supercomputing Architecture (MSA)

= Improved design on SVM & DBSCAN algorithms (NextDBSCAN/NextSVM)
= E.g. also research on Network Attached Memory (NAM)

[17] DEEP Series of Projects Web Page ) JOLICH 19 (e
eewane 7 Fraunhofer
EXTOLL. ==
Mem. BW : .
~100 GBytels Mem. BW (intel
@) Accelerator| oo cais
As of today, PCle gen3 restricts —
achievable latency and bandwidth
£ nesa
Conventional CPU/GPGPU

Optimized CPU/GPGPU

Offioad Offload
EIN - =]
] D Data
&y Data
2
g E
cy"\{\r/n. Results C[’:ln\:\rln_ Results
NETWORK > — =
FEDERATION Data A
2
SCALABLE DATA El
STORAGE ANALYTICS PL P2 P3 P4 PS5 Data Bl
SERVICE MODULE NW Results
MODULE

z comm.
Results 3 Data A
NW esu
comm.
s
E

[ouiey

research challenges:
exploring approaches for network

Ernir Erlingsson (mid-term 2019)
N;A‘M attached memory & GPU Direct scaling [19] E. Erlingsson, M. Riedel et al., IEEE MIPRO Conference, 2018 PhD Student, University of Iceland
E “}\ IHPC Simulation and Data Lab

Remote Sensing
Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)
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International Collaboration Partner: Juelich Supercomputing Centre

Module 1 H'igh—sc.ale
Cluster Simulation
workflow

Module 6 \
Multi-tier Storage
System

Module 5 \

Quantum Data Analytics
Module Module N
Neuromorphic N /
Module y
Deep Data Analytics
Learning Ry | workflow
workflow

MEEP [17] DEEP Series of Projects Web Page
Projects

important to have local HPC resources
in Iceland for education & research (!)

12 PF

Despite the strong collaborations, it is 'a-

Simulation and Data Laboratories

SDL Biology
SDL Plasma Physics

SDL Molecular Systems

SDL Climate Science

SDL Fluid & Solid Engineering
SDL Quantum Materials [18] JSC Simlabs
SDL Terrestrial Systems.

SDL Numerical Quantum Field Theory

SL Neuroscience

SDL Astrophysics

%ﬁ%g;;‘i e
|

Application Co-Design

%ﬁg&w %4"'

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Potentially first Exascale system in Europe

2023

Data Analytics

[20] YouTube, ‘flexible and energy-efficient supercomputer:
JUWELS is faster than 300 000 modern PCs

15/ 40



Research on Deep Learning Architectures for Remote Sensing — CNNs

= Convolutional Neural Networks (CNNs)
= Used with hyperspectral remote sensing data

= Rare labeled/annotated data in science
(e.g. 36,000 vs. 14,197,122 images ImageNet)

= Scene vs. pixel-wise classification challenges

= Combining Machine Learning Models
= Using CNNs basic principle
= Apply SVMs in different layers of CNN

o R

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

/
ey | Forest|
7
¥ River

research challenges:
rare groundtruth and surrounding
labels bias in training, but key challenge
remain: hyper-parameter tuning

Feature Representation / Value
Conv. Layer Filters 48, 32, 32
Conv. Layer Filter size | (3,3,5), (3,3,5), (3,3,5)
Dense Layer Neurons 128,128
Optimizer SGD
Loss Function mean squared error
Activation Functions ReLU
Training Epochs 600
Batch Size 50
Learning Rate 1
Learning Rate Decay 5x107°

[22] G. Cavallaro, M. Riedel et al., IGARSS 2019

Input:
Window Tensor

3D Convolution

—

1D Max Pooling
(spectral dimension)

& &
N/

7 o

3x

Flatten

Fully Connected
Layers

Softmax

Output:

Layer  Probabilities

—> i

[21] J. Lange, G. Cavallaro, M. Riedel et al., IGARSS Conference, 2018

Dr. — Ing. Gabriele Cavallaro (2016)

PhD Student Graduate, University of Iceland
IHPC Simulation and Data Lab
Remote Sensing
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Research on Deep Learning Architectures using Distributed Training Approaches

= RESNET-50 Architecture: Case for interconnecting GPUs

Partition of the JUWELS system

= RESNET-50 is a known neural network architecture that has e e e
established a strong baseline in terms of accuracy (equipped with 16 GB of memory) -

= Computational complexity of training the RESNET-50
architecture relies in the fact that is has ~ 25.6 millions
of trainable parameters

= RESNET-50 still represents a good trade-off between
accuracy, depth and number of parameters

= Distributed training challenges (i.e. large batch size)

Horovod distributed training via MPI_Allreduce()

) \Jd

Rocco Sedona

[24] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High PhD Student, University of Iceland
Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI), IHPC Simulation and Data Lab
Special Issue on Analysis of Big Data in Remote Sensing, 2019 .

Remote Sensing

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC) 17 /40



Research on Quantum Machine Learning using D-Wave Quantum Annealer

_ — processing-
[\;’f; (Near) Real-Time Processing ] [~1 EF riei] 1—(Distributed) DL Training] [ 0k ML Hyper-parameter Tuning & NAS|| intensive RS
- ‘L — applications
A 4
M Microsoft | Cloud computin
PRAC, HPC Infrastructure HE Azure Commercial Clou ‘JUNI@ Juelich Unified Infrastructure P g
@ PRACE Y Google Cloud Vendors for Quantum Computing |linfrastructures
Other w2 Modular [j [j g AWS EC2 & DL @ D-Wave innovative
EU . HPC LY Amazon Machine Image Systems compuﬁng
HPC System (AMI) & Elastic Map Quantum
aws
Systems JUWELS Reduce (EMR) Example Annealer fesunices
o | ..___..___ .._______“
A 4 v
mPl || ggParalielfl (g @ ML/ DL Apache D Wave ﬁ Q0 Quantum technology
OpenMP SVM Libraries L|brar|es 0‘393" g libraries &
Ubv
Pl A L ﬁ 2 > Py packages
wr. DeepSpeed Library Code
— A L B _ — . S S S S S —
v K
. 4 Multi-core <] NVIDIA. GPUs Many-core Quahn_tum Qt::ahn_tum key
Processors Proc.essors Chip DWZCI)'()JO hardware
(high single thread ) (‘Accelerators’ with low 4 PEEBSUS' Q technologies
performance: ~24 cores) performance, ~7000 cores) ~5000 Qubits 2000 Qubits

@ Parallel ML implementations still rare (MPI/OpenMP) ) | 5 ) Costs of GPUs of CC vendors (e.g., EC2) tough, 24$/hou) Legend:
‘ 2) Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal )
‘ 3 ) Using very many GPUs beyond NVIink could be tricky ) @ Free GPUs in Google Colab vary in the available types ) Highlighted

Challenges &
‘ 4 ) Look & feel of CC vendor ML services differ signiﬁcant@ ( 8 ) Works not yet with multi-class problems & large data ) Experiences

[30] M. Riedel, G. Cavallaro, J.A. Benediktsson, ‘PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE LEARNING
IN REMOTE SENSING FROM HPC OVER CLOUD TO QUANTUM COMPUTING’, in Proceedings of the IGARSS 2021 Conference, to appear

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

) | @

v.split (X_tra

(2) eSVM (b) aSVM#1

(€) aSVM#6 (d) aSVM#1G

Y_train(train_index]

[25] G. Cavallaro & M. Riedel et al., Approaching Remote Sensing Image
Classification with Ensembles of SVMs on the D-Wave Quantum Annealer, (research challenges:
Proceedings of the IEEE IGARSS 2020 Conference

ensembles due to

ID | Sensor | Datapoints | Train Samples | Classes

small datasets compared
to full datasets on

Im16 | Landsat | 200x200x7 |

500

| 2 CPUs/GPUs & disruptive

Im40 | Landsat | 200x200x7 |

500

| 2 technology)

[28] A. Delilbasic, G. Cavallaro, F. Melgani, M. Riedel, K. Michielsen:
QUANTUM SUPPORT VECTOR MACHINE ALGORITHMS FOR REMOTE SENSING DATA CLASSIFICATION,
Proceedings of the IEEE IGARSS 2021 Conference, to appear

u

[26] Quantum SVM, D. Willsch et al.

Morris
Riedel

Demystifying
Quantum
Computing

O
‘.“\

[27] M. Riedel, UTMessan 2020 YouTube Video
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Icelandic HPC Community — Sim

IHPC

Jotunn Gardar — decommissioned History Community v All Community Experts Support Acknowledgements

Hafdu samband - Contact us

Simulation and Data Lab Health and Medicine

General information

The Simulation and Data Lab Health and Medicine (SimDataLab HM) aims to shed light on novel data analysis approaches in the medical field with extra focus
on the application of High Performance Computing (HPC) architectures in the processing of patient medical data, as well as diagnosis and treatment assistance.
The SimDataLab HM works in cooperation with the Juelich Supercomputing Centre (JSC) of Forschungszentrum Juelich (FZJ) — Juelich, Germany as part of the
SMITH consortium’s Algorithmic Surveillance of ICU Patients (ASIC) use case.

Prof. Dr. — Ing. Morris Riedel Chadi Barakat

Seeking for new members
from health & medicine
experts that leverage HPC

[31] IHPC SimDatalLab Health & Medicine Web Page

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

ulation & Data Lab Health & Medicine

UniversitBtamedizin
Rostock

I§ UKH

Liniversitatsklinikum
Halle [Saale)

NIKLINIK

iFa
LI Universitatsmedizin Essen

UK
kb

.V s
F 0 K

M T

Smart Medical nformation
lechnology For Healthcare

UniversitBskinium
Diisgashdion

Universitatsklinikum
lk/_l.eip:ig

[37] Alfred Winter, M. Riedel et al., ‘Smart Medical Information Technology for Healthcare (SMITH):
Data Integration based on Interoperability Standards’, Journal of Methods of Information in Medicine, 2018

universitats
klinikumbonn

[35] SMITH Project Web Page

JOURNAL OF MEDICAL INTERNET RESEARCH Maassen ef al

Criginal Paper
Future Medical Artificial Intelligence Application Requirements

and Expectations of Physicians in German University Hospitals:
Web-Based Survey

relatively low HPC & Al usage still,
strict regulations for Al

Oliver Maassen'”?, MSc; Sebastian Fritsch™*?, MD: Julia Palm**, MSc; Saskia Deffge'?, MSc: Julian Kunze'?, MD:

Gemot Marx'?, MD. Prof Dr. FRCA: Morris Riedel>*”. Prof Dr: Andreas Schuppert™®, Prof Dr: Johammnes Bickenbach'2,
MD. Prof Dr

IDepartment of Intensive Care Medicine, Univessity Hospital RWTH Aachen. Aachen. Germany

2SMITH Consortium of the German Medical Informatics Initiative, Leipzig. Germany
3Julich Super 1 um Jalich, Julich. Germany
*Institute of Medical Statistics, Computer and Data Sciences, Jena University Hospital. Jena, Germany

Centre, For

*School of Natural Sciences and Engineering. University of Iceland. Reykjavik, Teeland
SInstitute for Computational Biomedicine TI, University Hospital RWTH Aachen. Aachen. Germany

data silos: no data sharing,
GDPR & reiterating clinical studies

[36] O.Maassen et al., Future Medical Artificial Intelligence Application Requirements and Expectations of
Physicians in German University Hostpitals: Web-based Survey, Journal of Medical Internet Research, 2021
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Research Examples — Al Applications in Health & Medicine using HPC

o Some preparation
pI’OCGSSIng- $ mkdir winterschool winterschool_cache winterschool_tmp
$ chmod +w winterschool_cache

[“COVIC'-]Q Chest X-Rays Analysis] [- ARDS Time Series AnaIysisJ [;._fh ;“ Neuroscience & BigBrain Research ] intensive $ export SINGULARITY_CACHEDIR=$(mktemp -d -p "$(pwd)/winterschool_cache")

$ export SINGULARITY_TMPDIR=$(mktemp -d -p "$(pwd)/winterschool_tmp")

¢ applications Pull the docker image:

L e e e — — $ <d winterschool ’0"0 .
v $ singularity pull hus.sif ducker:/fglatard/hws‘ B

GRU_Layer_1: GRU
- - output: | (?, 1000, 32)

5 ]
input:_| (2, 1000, 32)
GRU_Layer_2: GRU
e output: | (2, 32)

Infrastructure || gF+* " *+33 c HIBALL & Canadian computing | 3wt Sl e o e
E—E* * 313 EuroHPC LUMI Supercomputer m . (the prompt changes to ~>Singularity™) :
PRACE SN . 53 et Undertaking CBRAIN infrastructure [nfrastructurgs L\ download a dataset: ‘
spuunt® it confi lobal user.name "Your name”
A _.....-_..--ll" ; gjt conFiZ Zlobal user.email "peturhelgiggmail.com” sj
———m—m=m=—=== LT T L L annun®® Singularity> datelad install https://github.com/CONP-PCNO/conp-dataset.git
v S PrLLL W S
Modular ___ Modular _ ' TN Canadian CBRAIN ] ]
- Hec |l = wec i Singularity | LaJ" i Docker T F | Resource Execution mnovatl_ve ARDS Time Series Analysis
Container Container |[€ 1 computing
System System |l o . , s[RI e [ 22 [
DEEP - DAM . JUWELS (§) Environment doeer ENViIronment L [ cbrain ] resources ‘ n ol I

\ _______h...........ﬂ-rr-m--—--—-—vH"Mg—_—-—-L oy

LK ']

i

a MPI & D|str|buted JupyterlLab Git-based Data , l '/
OpenMP ’ Training a & Jupyter & technology \ >

Outont Laver: D input: | (2, 32)
utput_Layer: Dense pseseres wroT

y , Management ’ ) (—
Libraries Tools @ Mot Il Notebook || cuonn | | Data 3 libraries &
. packages | -

Ueepdpeed Tensorflow Libraries J“W“’eres = ~ Covid-19 Chest X-Ray Analysis
A TR~ ot g covia
-_—em e e e e e . ..-.._.F - e o = o - y -

v W Covid-Net W'’ & = pataset

#1/bin/bash

# Load required modules
module purge

Innovative [ | « :
PaF"f?”e' Ssia'ab'e Network| 1oV P Multi-core SANVIDIA. GpUi}-Many-core key s e o
I e Orage y ProCessUrs .... :Zdjl: l::d GCCCZ:E/:E:B.U
System | Service Atiached Hierarchies : Prc_)cessors ‘Accelerat ith | L aiite Tosa Tersoraoua 3 1-pytnen-3.5.5
_ (high single thread B o (‘Accelerators” with low technologies | i« i i
(Lustre) / Module with NVMs i

source /p/project/training2104/ingolfssonl/jupyter/kernels/ingolfssonl_kernel/bin/activate

performance: ~24 COI"eS) performancer ~7000 Cores) # Ensure python packages installed in the virtual environment are always prefered

»
2 Memory

export PYTHONPATH=/p/project/training2184/ingolfssonl/jupyter /kernels/ingolfssonl_kernel/lib,
exec python -m ipykernel $@

[31] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021
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ARDS Time Series Analysis & Chest X-Ray Analysis with Deep Learning & HPC

. . . . . ‘ Unsupervised Patient Stratification
= Acure Respiratory Distress Syndrome (ARDS) S e o n
= Rare condition that affects ICU patients with high mortality rate

= Develop algorithms that can efficiently & accurately diagnose the
onset of ARDS, and provide suggestions for treatment

= Use of recurrent neural networks for time series analysis

Dynamic clustering Predictive modelling Machine for
Critical state detection Algorithmic Surveillance of ICU Patients

v

Prognosis for
Individual patient

WW

Machine Learning, Patient association,
Subgroup specific prediction

Patient Data

v
Patient subgroups
& classifiers

Research challenges:
Combining mechanistic modeling (Nottingham

- ‘. _ .
COVI d 19 X Ray a n a IySIS i HEALTHLINE Approaches require massive simulator) with machine learning models
. . Tategrated HealihCare Juformat St computational resources
= Use Transfer Learning techniques Pt

= Cooperate with Healthcare Industry L[ veamy [ premons | conets
# of Images 8.066 5.538 358

——— o
JUWELS Booster — A Supercomputer for Research challenges: )
Large-Scale AI Research Fine-tuning of Covid-Net on COVIDx dataset
using ResNet-152x4 and pre-trained on ImageNet-1k r
Stefan Kesselheim™, Andreas Herten™, Kai Krajsek™, Jan Ebert'*,
Jenia Jitsev'*, Mehdi Cherti'*, Michael Langguth'*, Bing Gong!*,
Scarlet Stadtler'*, Amirpasha Mozaffari'*, Gabriele Cavallaro'*, Precision Recall Fl-score i . .
Rocco Sedonal2*, Alexander Schugh®*, Alexandre Strube!, Roshni Kamath?, COVID-19 0.88 0.84 0.86 Healthy Patient Covid-19 Patient
ARTIFICIAL INTELLIGENCE

Martin G. Schultz!, Morris Riedel2, Thomas Lippert! gy
0.94 H E L M H OLTZ f COOPERATION UNIT Chadi Barakat

L Jiilich Supercomputing Centre, Forschungszentrum Jiilich GmbH, Germany, Normal 0.96 0.92
contact <n>.<surname>@fz-juelich.de . )
2 sc]h_uul of Engineering and Natural Sciences, Pneumonia 0.87 0.93 0.90 [39] S. Kesselheimet al., JUWELS Booster - A Supercomputer PhD Student, University of Iceland
K anl\u(::i: “"{ ;‘i)l:i‘:)llf:‘hli{z: :k( I:‘lil'ii:lv for Large-Scale Al Research’, Submitted, ICS 2021 IHPC Simulation and Data Lab
’ Health & Medicine

[38] C. Barakat, S. Fritsch, M. Riedel, S. Brynjolfsson, ‘A HPC-driven data science platform to speed-up time series data analysis of patients with the Acute Respiratory Distress Syndrome’, IEEE MIPRO 2021, to appear [31] IHPC SimDatalLab Health & Medicine Web Page
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Early steps: On Establishing a Icelandic HPC Simulation & Data Lab Neuroscience

IHPC National Competence Center
for HPC & Al in Iceland

g
HIBALL

HELMHOLTZ International BigBrain
Ang ytics & Learning Laboratory

[10] Icelandic HPC C

ity Web page

T McGill @ e

Research challenges:
Making Docker images and containers
to run on HPC environments together
with DatalLad - Git-based data management

Research challenges:
Using Jupyter notebooks on
HPC resources with scheduling &
multi-node setups

Some preparation

"\
mkdir winterschool winterschool_cache winterschool tmp

v
chmod +w winterschool_cache

export SINGULARITY_CACHEDIR=$(mktemp -d -p "$(pwd)/winterschool_cache”)
export SINGULARITY_TMPDIR=%(mktemp -d -p "$(pwd)/winterschool_tmp")

) JiLich

Start  Links

b | Ot

A bR LA A

Pull the docker image:
% cd winterschool
i % singularity pull hws.sif ducker‘://glatard/hws‘

joam

apaam - Step into the container
Erai offcaion () % singularity shell ./hws.sif
_—T - (the prompt changes to ~>Singularity™)
untme min) 12001 [ 03) download a dataset:
“ % git config --global user.name "Your name”
%4 git config --global user.email “"peturhelgi@gmail.com”
[34] Jupyter @ JSC Singularity> datalad install https://github.com/CONP-PCNO/conp-dataset.git

[31] M. Riedel et al., Practice & Experience in using Parallel & Scalable Machine Learning with Heterogenous Modular Supercomputing Architectures, in proceedings of IEEE IPDPS, 2021

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Pétur started research

e

Community @ EEEne e

: . . Simulation and Data La
To get information regarding e atatd

get those information then p
mailing list can send to it.

b if you would like to

o . i an P moderators of the
Simulation a taLa

Simulation and Data Lab Electr
IHPC mailing list e alatabEe

To get information to HPC 2RIl
Natural Lang
Simulat Engineering

Simulation and edicine

Simulation a Engineering

Seeking for new members
from neuroscience
experts that leverage HPC

- Pétur Helgi Einarsson
PhD Student, University of Iceland
IHPC Simulation and Data Lab
Neuroscience

on the Cerebellum
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Research Examples — Al Applications in Retail & Inudstry using HPC

— 5 —— y processing-
[_% ii Product Image Tagging ][ ‘% ii Shop Product PIacements] [’,, Retail Product RecommendationsJ intensive
— = - applications
= 1)
HPC-based Expert M Microsoft i i
ﬁ o  System for Reptail [ Service Landscape hosted by Adesso] . Azure Commercial Cloud . computing
N Y 5 Google Cloud Vendors | infrastructures
_____________________________'f‘
v
Modular Modular , ) . P AWS EC2 & DL ] i
N HPC W Singularity Docker ) Amazon Machine Image innovative ‘ Gold Bar
. - . L . AN
W ool B s (oo [3= & oo, iy | Comeutig o T
DEEP - DAM JUWELS r Reduce (EMR) Example resources v
A . Fi « Wine
v =========m===== T e ] 0 O DeECANEET
MPI & ' Data Jupyterlab W ML/DL Apache é Cocktail g
OpenMP a XTEND Mining & Jupyter a- T Libraries Libraries te.Chm.)IOgy g il
Libraries Associat.ion R_U|e§ & |algorithm o= Notebook || #..... 1:ensnr & APIs ‘,‘miz libraries & T :
$ Collaborative Filtering ) |ipraries lupveer | ibraries DeepSpeed Spqr . packages 2 . . .
A A A A = o o2 oot
- v v v -------"- F&R R #GPUs  images/s  speedup  Performance per GPU [images/s]
i 7 T rree.. 1 55 1.0 55
Parallel ) Scalable Network Innovative || > Multi-core EANVIDIA. GPUs Many- co're'-....,__ I_(ey 4 178 32 445
File Storage Attached Memory Processors - Processors hardf/vafe"- 8 357 6.5 #128 44.63
: i i L . ‘o 16 689 125 43.06
system | service ) k_J memory| IS || (high single thread || gy (Accelerators’ with low| gapnojogjes | S
(Lustre) / Module = wi *| | performance: ~24 cores) performance, ~7000 cores) 64 2276 ng Mparate 35.56
bined 128 5562 1011 4345

[33] C. Barakat, M. Riedel, S. Brynjolfsson, G. Cavallaro, J. Busch, R. Sedona, ‘Design and Evaluation of a HPC-based Expert System to speed-up Retail Data Analysis using Residual Networks C

with Parallel Association Rule Mining and Scalable Recommenders’, IEEE MIPRO 2021, to appear
Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)
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Research Examples — Al Applications in Retail using HPC

= Association Rule Mining & Recommender Systems

= Large number of transactions require HPC
(often also just larger memory)

= Algorithms like FP-Growth or Collaborative Filtering

= Deep Learning for enriching Product Database oot expensive asorthms
= Pretrained on Image-Net & refined, then enriched with color information

rs)

Gold Bar '
T mp | o gy,
i e Shaker 100
and 125

Table Spotlight ij:

. Ty Wine
. v « Decanter , o
amp

0 0 100 150 200

In [15]: predictions

3 E b
Out[15]: N
In [37]: predictions predictions [
it 0 1 i 2 W 'u"(
o 1 2 3
T TITr (e (i = (n03916031, (n04286575,  (n03062245,  (n03676483, / -,"j'
! ; h : o spotiight, ~ cocktail_shaker, l oE

me red_wine, vase,

pe 1 y perfume, ipstick,
05255641)  022582252)  0.08552182)  0.04217156) 0.6627372)  0.14629175) 0.110806584)  0.012394556)

[33] C. Barakat, M. Riedel, S. Brynjdlfsson, G. Cavallaro, J. Busch, R. Sedona, ‘Design and Evaluation of a HPC-based Expert System to speed-up Retail Data Analysis using Residual Networks Combined
with Parallel Association Rule Mining and Scalable Recommenders’, IEEE MIPRO 2021, to appear

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Vo'
ON &4 OFF
14

[43] German ON4OFF Project for Retail

{Bread, Milk}

{Bread, Diapers, Beer, Eggs} market
basket

{Milk, Diapers, Beer, Cola} transactions

{Bread, Milk, Diapers, Beer}
{Bread, Milk, Diapers, Cola}

u b W N =

{Diapers, Beer} Example of a frequent itemset

{Diapers} = {Beer} Example of an association rule

[44] www.big-data.tips, association rules

Chadi Barakat

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Health & Medicine
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RAISE Center of Excellence (CoE) EU Project — HPC Intertwined with Al

7
%e(\e N | rs'o/e(‘
e | o
C
| —_— . 4,
Simulation / Experiment "ts

8 PPRASE

Big Data

. xgdél}é 18
X’ @ + 1 0 0?.}6(\(\%

Al technologies Exascale

enter of Excellence Surrogate / Model

Parallel & Scalable Machine & Deep Learning driven by High Performance Computing (HPC)

Computational expensive use cases

[4] RAISE Center of Excellence Web Page

SsaFran @) JULICH

Forschungszentrum

Z CERFACS e
TS

RIGAS TEHNISKA
UNIVERSITATE

AtSeS

£axe
5?2235 UNIVERSITY OF ICELAND

g e®

CLUSTER
ParTec || comperence
CENTER

Barcelona
Supercomputing
c

The Modular Supercomputing Company

'ﬁ Tae Cyprus
INSTITUTE

Al at
Exascale

Al at
Exascale

data-driven use-cases

oFL)
«RWTH

« CERN
*BSC

o
* SAFRAN
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Starting Research with CoE RAISE to intertwine more Al with Simulations

Seyedreza Hassanianmoaref
Callsign “Reza”

PhD Student, University of Iceland

» IHPC Simulation and Data Lab
Computational Fluid Dynamics (CFD)

Marcel Aach

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Computational Fluid Dynamics (CFD)

Al for turbulent boundar Al for wind farm Iayout’ﬂ
< optlmlzatlon /

Mesoscale ~ 1um

b @

.Am 8

IAI for wettini hydrodynamics
Macroscale ~ Imm

[8] IHPC SimDatalLab CFD Web Page

Smart models for nextf eneratlon?‘!

aircraft enilne design

' Surbhi Sharma

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Remote Sensing [4] RAISE Center of Excellence Web Page

Eric Michael Sumner

PhD Student, University of Iceland
IHPC Simulation and Data Lab
Accoustic & Tactile Engineering

RAISE

Center of Excellence

[11] IHPC SimDatalab Remote Sensing Web Page

[32] IHPC SimDatalab Accoustic & Tactile Engineering Web Page
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Summary & Outlook

HPC needed for science & engineering

" Industry usage of HPC can be advanced

Landscape of HPC gets increasingly complex

Large inter-disciplinary teams strive

[41] Demo of HPC simulations for Science and Industry, YouTube Video

g = Wide variety of great tools exist for HPC {- N
P * Mastering the toolsets is not trivial -
fw @ [ Decomposttion G anvas | .

Research challenges: Handle complexity of domains + Al + HPC via
Interaction Rooms & Software Engineering Approaches

Center of Excellence

2 > = o
'i Urgent need of more HPC experts on the intersection of Al, HPC and specific scientific & engineering domains R N S E
| ‘finding good talent in HPC is a world-wide problem we all face in academia (PhD recruiting problem)*

[4] RAISE Center of Excellence Web Page
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Working towards Pan-European MSc in HPC — Strenghtening Teaching in HPC & Al

[10] Icelandic HPC C ity Web page

o sl o
*

EuroHPC

(=R

IHPC National Competence Center e !
for HPC & Al in Iceland e

;a.str :
x@ HASKOLI ISLANDS emerging education activities
RAISE

Center of Excellence

Masterworks Webinar Series

Advanced Computing driven research in Health Sciences,
Energy, and the Environment

Arctic Master Warks Webinar and Panel Session 2 Mastar Warks Webinar and Fans! Sassian 1

AS part of &n affort to promota and foster new sciantific collsbortion smong Arctic netions, we ers
Initiating & Mester Works wabiner series to highiight the Impact of Bdvanced computing In healtn

scisnces, snsrgy, and swlronments] ressarch. This webiner ssries brings togather scientists from the
U.5. Iosiand and the Nerdic countries to disouss compeling seientific chellengss of common Intersst

o e o bt e e e ke ) HASKOLINN [ REYKJAVIK
ot 00 ., REYK.IAVI £ Ub NERSITY [4] RAISE Center of Excellence Web Page

R ——— ) o . long-term center of excellence in HPC, e.g. RAISE
Teaching HPC & Al university courses at two universities

Presenter

Commission

e Mt ! oot Funding & tender opportunities .
SRS, ==, e ) 5 m Comeiae single Elcc\longD:laImcrchangoArca (SEIE\)A; Qe Pl"ar 5: Investment Plan for 202 1_27

Title: Digitaization for the future low-carbon anergy system

Anstract: Toosy energy SYStSMS Sré OPErstsd aNG PISNNET SUCH INET IHe Procuction folkows he # | SEARCH FUNDING & TENDERS
EMAND. HOWSVE, & TTUIS IDW-CArBan SOmSty CEIIS 107 SYSISMS WNETS OSMENG TIoWS A waater-

driven energy produciion. This highiights & need for & disruption of the whale Spectrum of methods - . . x
FENQING NSy SY=tSMS DPSFENN 10 BLANMING. PGSt MASTENTY WA N80 MEOGS for SnEDing Snergy Training and Education on High Performance Computing Total EU

Nty at sl lavais of the soclaty; exampies being bulldings, supermerksts, wastewstar irastmant
piants, districes Bno ces. e naat;:r:»a N nsmsm’n‘?‘ tsllsngna srpnsn-snsr-;y Operatng-System (SE- PILLAR ACTION (21-27)
05} for contralling ‘osd In Intagreted ystarms wsing big data ansiytics, AL,
‘edgefog/cloud computing and kT solutions. The framework can siso provids Bncllary services (ke m
Gongastion mensgsment, voitage and frequency contral) for Systams with  large penaration of wind . . .
end soiar power. Supporting g Centres of Comp (CoC) on HPC
Usage & Skills (A to the wide application of HPC and i ing the €100M
innovation potential of SMEs using advanced HPC services)

e \‘\O\GP‘ Digital Europe Programme Funding

General information i e
Ben Kroposki - Director of the Powsr Systems Enginssring Canter at ths Mationsl | General information

FENSWEDI ENsrgy LaDorstony Snd IEEE FEI0W, WNAMS NS (S80S SE1SgIC 1SS8arcn i tne
design, pianning and oparstions of slacirical powar Systems.

Topic description

Programme
Conditions and documents

Title: Understanding the Chalienges with infegrating Very High Levels af Wind and Solar in Horizon 2020 Framework Programme
Eectic Powsr Systems Usage & Skills Edi ion (Curricula ) - Short Term trainings/Trail hip €30M
Partner search Call
Training and Education on High P puting (H2020-JTI-EuroHPC-2020-03)
B . .. . ‘Submission service
Webinar Series Organizing Committee Usage & Skills M.Sc. HPC €20M
Topic related FAQ Type of action
—  Monis Riedel, Associate Professor, University of Iceland E— EUfoHRC-CSA EMGHPCZCSA
Get support
—  David Martin, Industry Partnerships and Outreach Manager, Argonne National Laboratory Deadline model Opening date Deadline date
Call updates

—  Henning Ulfarsson, Assistant Professor, Reykjavik University single-stage 17 March 2021 01 July 2021 17:00:00 Brussels time
European
| o

—  Steve Hammond, Senior Research Advisor, National Renewable Energy Laboratory
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