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Understanding Key Technologies



High Performance Computing (HPC) & Supercomputing

Fast Interconnects
Cluster nodes interconnected with a low-latency 
high-bandwidth network (e.g. Infiniband)

Parallel Programming Environment 
Schedulers, monitoring systems, parallel libraries

Parallel File Systems & Storage
Using binary parallel file formats & large storage
capacities on different levels (NVRAM, Disk, Tapes)

Additional Many-Core GPUs
Accelerators attached to host CPUs with 

moderate speed, but 100 – 1000 processors

Multi-Core CPUs as Cluster
Large number of processors with high single 

thread performance and cache hierarchies

Building Infrastructure
Cooling, cables, fire safety, etc.
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Critical Societal & Economic Applications that require HPC Resources
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Systems Biology & Medicine
e.g. protein folding

Green Energy Research
e.g. understanding turbulence in windfarms

Terrestrial Systems & Climate
e.g. groundwater modeling

Ice Modeling
e.g. glacier calving

e.g. spreading of ash clouds

COVID-19 Models
e.g. understanding spread of virus in detail

Aerospace Engineering
e.g. computational fluid dynamics

Volcanic Eruptions Modeling

[3] Humidity in Covid-19, YouTube Video [4] RAISE Center of Excellence Web Page

Seyedreza Hassanianmoaref 
Callsign “Reza”
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Computational Fluid Dynamics (CFD)

[5] SimLab Terrestrial Systems

[6] SimLab Biology

[8] IHPC SimDataLab CFD Web Page

Dr. Shahbaz Memon (2019)
PhD Student Graduate, University of Iceland

[29] Memon, M.S. & Riedel, M. et al.: 
Scientific workflows applied to the 
coupling of a continuum (Elmer v8.3) & 
a discrete element (HiDEM v1.0) ice 
dynamic model, GMD Vol 12 (7), 2019



Executive Summary – Major Icelandic HPC Activities

International Cooperations
 Tactical: ~4 Joint PhDs with Juelich Supercomputing 

Centre in Germany (#1 HPC System in Europe)

Teaching & Education in HPC & AI
 University of Reykjavik

 University of Iceland

 Arctic Webinar Series
(with US partners)

 Digital/Horizon Europe MSc in HPC

IHPC Community of Users
 Organized around RANNIS proposals

 ~53 scientific experts & research group 

 UoIceland/UoReykjavik, Iceland Geo Survey 
ÍSOR, Met Office & industry: Matis, etc.

EuroHPC EuroCC National 
Competence Center for HPC & AI
 EU Project (09/2019-08/2021), 2 years

 Building Simulation and Data Labs 
(SDLs) of the IHPC Community of Users

 Supports industry engagement in HPC

EuroHPC LUMI Supercomputer in Finland
 Supercomputer funded by Finland, Belgium, Czech Republic, 

Denmark, Estonia, Iceland, Norway, Poland, Sweden, Switzerland 

 Co-Funds by EC and Iceland participation funds from: UoIceland, 
UoReykjavik, and Hannes Jonsson & Egill Skulason

Icelandic National Infrastructure for HPC
 HPC hardware funds by RANNIS; now via roadmap IReiP

 Proposals yearly required to obtain funds still

 Joint proposal from IHPC community

 Strategic: Plans of building an Icelandic National Lab
with international cooperation together with Industry 
(e.g. Kaiser Global, other investors)

 Tactical: EC Projects like DEEP-EST, EOSC-Nordic, 
RAISE Center of Excellence (CoE)

HPC
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Focus Talk: Artificial Intelligence through Machine & Deep Learning

Artificial Intelligence (AI)

Machine Learning (ML)

Deep Learning (DL)

A wide area of techniques and tools that enable 
computers to mimic human behaviour (+ robotics)

Learning from data without explicitly being
programmed with common programming languages

Systems with the ability to learn underlying
features in data using large neural networks

Classification

Clustering

Regression

[9] Neural Network 3D Simulation
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Parallel & Scalable Machine & Deep Learning – AI & Big Data needs HPC/Clouds
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Medium Deep Learning Networks
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Traditional Learning Models

 ‘Big Data‘

‘small datasets‘
manual feature

engineering‘
changes the

ordering

MatLab
Statistical 
Computing with R

Training
Time

OctaveWekascikit-learn

High Performance 
Computing & Cloud 

Computing

[7] www.big-data.tips

JUWELS
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Preserving our Environment 



Icelandic HPC Community – Simulation & Data Lab Remote Sensing
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[11] IHPC SimDataLab Remote Sensing Web Page

Machine
Learning
Models

[12] AVIRIS

Challenges:
mixed pixels 

& unbalanced
land cover 

classes

Example: Land cover classification

Ernir Erlingsson



Research Examples – AI Applications in Remote Sensing using HPC
processing-

intensive 
applications

technology
libraries &
packages

key
hardware

technologies

Earth Land Cover Classification
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System
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Modular
HPC

System
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Amazon  Machine Image 
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Reduce (EMR) Example

MPI & 
OpenMP
Libraries

Apache
Libraries

cuDNN

Many-core 
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(‘Accelerators‘ with low
performance, ~7000 cores)

Multi-core
Processors 

(high single thread 
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Machine 
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(Near) Real-Time Processing

ML/DL
Libraries

Exploration of Oil Reservoirs 

HPC

Distributed 
Training 

of ResNet-50

#128
GPUs

in parallel
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Research on Parallel & Scalable Machine Learning Algorithms – SVM 

 Parallel Support Vector Machine (SVM) piSVM
 Being most scalable SVM (open source) still today
 Significantly improved from original piSVM authors
 Maintained by Simulation & Data Lab Remote Sensing
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Dr. – Ing. Gabriele Cavallaro (2016)
PhD Student Graduate, University of Iceland
IHPC Simulation and Data Lab 
Remote Sensing

Scenario ‘pre-processed data‘, 10xCV serial: accuracy (min)

Scenario ‘pre-processed data‘, 10xCV parallel: accuracy (min)

First Result: best parameter set from 14.41 min to 1.02 min
Second Result: all parameter sets from ~9 hours to ~35 min

[13] G. Cavallaro & M. Riedel & J.A. Benediktsson et al., ‘On Understanding Big Data Impacts in Remotely Sensed Image Classification Using Support 
Vector Machine Methods’, Journal of Applied Earth Observations and Remote Sensing, 2015

Machine 
& Deep
Learning

big
data

HPC

[14] C. Cortes & V. Vapnik, ‘Support Vector Networks’, 
Machine Learning, 1995

research challenges:
smart load balancing schemes for scaling up



Research on Parallel & Scalable Machine Learning Algorithms – DBSCAN 

 Parallel Density-based Clustering of 
Applications with Noise (DBSCAN) HPDBSCAN
 Being most scalable DBSCAN  (open source) still today
 Highly cited Supercomputing conference paper until today
 Maintained by Simulation & Data Lab Remote Sensing
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Dr. Markus Götz (2017)
PhD Student Graduate, University of Iceland
Now Karlsruhe Institute of Technology (KIT)
Helmholtz AI, Germany[15] M. Goetz and M. Riedel et al, Proceedings IEEE Supercomputing Conference, 2015

research challenges:
smart load balancing schemes for scaling up 

& cluster merging approaches

[16] Ester et al., DBSCAN, 1996



Research on Parallel & Scalable Machine Learning using Innovative Hardware

 Co-designing EU Modular Supercomputing Architecture (MSA)
 Improved design on SVM & DBSCAN algorithms (NextDBSCAN/NextSVM)
 E.g. also research on Network Attached Memory (NAM)

Ernir Erlingsson (mid-term 2019)
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Remote Sensing

[17] DEEP Series of Projects Web Page
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research challenges:
exploring approaches for network

attached memory & GPU Direct scaling

application co-design

[19] E. Erlingsson, M. Riedel et al., IEEE MIPRO Conference, 2018



International Collaboration Partner: Juelich Supercomputing Centre

JUWELS
Cluster

ESC

JUWELS
Booster

[20] YouTube, ’flexible and energy-efficient supercomputer: 
JUWELS is faster than 300 000 modern PCs

[17] DEEP Series of Projects Web Page

Application Co-Design

Despite the strong collaborations, it is 
important to have local HPC resources 
in Iceland for education & research (!)

[18] JSC Simlabs
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Potentially first Exascale system in Europe



 Convolutional Neural Networks (CNNs)
 Used with hyperspectral remote sensing data
 Rare labeled/annotated data in science 

(e.g. 36,000 vs. 14,197,122 images ImageNet)
 Scene vs. pixel-wise classification challenges

 Combining Machine Learning Models
 Using CNNs basic principle
 Apply SVMs in different layers of CNN

Research on Deep Learning Architectures for Remote Sensing – CNNs 

[22] G. Cavallaro, M. Riedel et al., IGARSS 2019
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Dr. – Ing. Gabriele Cavallaro (2016)
PhD Student Graduate, University of Iceland
IHPC Simulation and Data Lab 
Remote Sensing

[21] J. Lange, G. Cavallaro, M. Riedel et al., IGARSS Conference, 2018

research challenges:
rare groundtruth and surrounding

labels bias in training, but key challenge 
remain: hyper-parameter tuning



 RESNET-50 Architecture: Case for interconnecting GPUs
 RESNET-50 is a known neural network architecture that has 

established a strong baseline in terms of accuracy
 Computational complexity of training the RESNET-50 

architecture relies in the fact that is has ~ 25.6 millions 
of trainable parameters

 RESNET-50 still represents a good trade-off between 
accuracy, depth and number of parameters

 Distributed training challenges (i.e. large batch size)

Research on Deep Learning Architectures using Distributed Training Approaches

Rocco Sedona
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Remote Sensing
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24 nodes x 4 GPUs = 96 GPUs

Partition of the JUWELS system 
has 56 compute nodes,

each with 4 NVIDIA V100 GPUs
(equipped with 16 GB of memory)

Horovod distributed training via MPI_Allreduce()

[23] Horovod

[24] R. Sedona, G. Cavallaro, M. Riedel, J.A. Benediktsson et al.: Remote Sensing Big Data Classification with High 
Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary Digital Publishing Institute (MDPI), 
Special Issue on Analysis of Big Data in Remote Sensing, 2019



Research on Quantum Machine Learning using D-Wave Quantum Annealer

[27] M. Riedel, UTMessan 2020 YouTube Video

(research challenges: 
ensembles due to

small datasets compared 
to full datasets on 

CPUs/GPUs & disruptive 
technology)

[26] Quantum SVM, D. Willsch et al.

[25] G. Cavallaro & M. Riedel et al., Approaching Remote Sensing Image 
Classification with Ensembles of SVMs on the D-Wave Quantum Annealer, 
Proceedings of the IEEE IGARSS 2020 Conference

[28] A. Delilbasic, G. Cavallaro, F. Melgani, M. Riedel, K. Michielsen: 
QUANTUM SUPPORT VECTOR MACHINE ALGORITHMS FOR REMOTE SENSING DATA CLASSIFICATION, 
Proceedings of the IEEE IGARSS 2021 Conference, to appear
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[30] M. Riedel, G. Cavallaro, J.A. Benediktsson, ‘PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE LEARNING 
IN REMOTE SENSING FROM HPC OVER CLOUD TO QUANTUM COMPUTING‘, in Proceedings of the IGARSS 2021 Conference, to appear



Improving our Healthcare



Icelandic HPC Community – Simulation & Data Lab Health & Medicine
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[31] IHPC SimDataLab Health & Medicine Web Page

Seeking for new members
from health & medicine

experts that leverage HPC

[35] SMITH Project Web Page

relatively low HPC & AI usage still,
strict regulations for AI

data silos: no data sharing,
GDPR & reiterating clinical studies

[36] O.Maassen et al., Future Medical Artificial Intelligence Application Requirements and Expectations of 
Physicians in German University Hostpitals: Web-based Survey, Journal of Medical Internet Research, 2021

[37] Alfred Winter, M. Riedel et al., ‘Smart Medical Information Technology for Healthcare (SMITH):
Data Integration based on Interoperability Standards’, Journal of Methods of Information in Medicine, 2018



Research Examples – AI Applications in Health & Medicine using HPC
processing-

intensive 
applications

technology
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packages

key
hardware
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ARDS Time Series Analysis & Chest X-Ray Analysis with Deep Learning & HPC

 Acure Respiratory Distress Syndrome (ARDS)
 Rare condition that affects ICU patients with high mortality rate
 Develop algorithms that can efficiently & accurately diagnose the 

onset of ARDS, and provide suggestions for treatment
 Use of recurrent neural networks for time series analysis

 Covid-19 X-Ray analysis
 Use Transfer Learning techniques
 Cooperate with Healthcare Industry

Chadi Barakat
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Health & Medicine
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Research challenges:
Combining mechanistic modeling (Nottingham 

simulator) with machine learning models

[31] IHPC SimDataLab Health & Medicine Web Page[38] C. Barakat, S. Fritsch, M. Riedel, S. Brynjólfsson, ‘A HPC-driven data science platform to speed-up time series data analysis of patients with the Acute Respiratory Distress Syndrome’, IEEE MIPRO 2021, to appear

[39] S. Kesselheimet al., ‘JUWELS Booster - A Supercomputer 
for Large-Scale AI Research‘, Submitted, ICS 2021

Research challenges:
Fine-tuning of Covid-Net on COVIDx dataset

using ResNet-152x4 and pre-trained on ImageNet-1k 

Healthy Patient Covid-19 Patient

Approaches require massive
computational resources

Healthy Pneumonia Covid-19

# of Images 8.066 5.538 358



Early steps: On Establishing a Icelandic HPC Simulation & Data Lab Neuroscience

Pétur Helgi Einarsson
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Neuroscience

[34] Jupyter @ JSC

Research challenges:
Using Jupyter notebooks on

HPC resources with scheduling &
multi-node setups
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IHPC National Competence Center 
for HPC & AI in Iceland

[10] Icelandic HPC Community Web page

Research challenges:
Making Docker images and containers
to run on HPC environments together

with DataLad – Git-based data management

Seeking for new members
from neuroscience

experts that leverage HPC

Pétur started research
on the Cerebellum



Rebuilding our Economy



Research Examples – AI Applications in Retail & Inudstry using HPC
processing-
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applications

technology
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technologies
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Service Landscape hosted by Adesso

AI
HPC

big
data

Gold Bar

Wine
Decanter

Cocktail
Shaker

#128
GPUs

in parallel

innovative
computing
resources

computing
infrastructures

[33] C. Barakat, M. Riedel, S. Brynjólfsson, G. Cavallaro, J. Busch, R. Sedona, ‘Design and Evaluation of a HPC-based Expert System to speed-up Retail Data Analysis using Residual Networks Combined 
with Parallel Association Rule Mining and Scalable Recommenders’, IEEE MIPRO 2021, to appear
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Research Examples – AI Applications in Retail using HPC

 Association Rule Mining & Recommender Systems
 Large number of transactions require HPC 

(often also just larger memory)
 Algorithms like FP-Growth or Collaborative Filtering

 Deep Learning for enriching Product Database
 Pretrained on Image-Net & refined, then enriched with color information

[33] C. Barakat, M. Riedel, S. Brynjólfsson, G. Cavallaro, J. Busch, R. Sedona, ‘Design and Evaluation of a HPC-based Expert System to speed-up Retail Data Analysis using Residual Networks Combined 
with Parallel Association Rule Mining and Scalable Recommenders’, IEEE MIPRO 2021, to appear

Chadi Barakat
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Health & Medicine

Gold Bar

Wine
Decanter

Cocktail
Shaker

and
Spotlight

Computational expensive algorithms

Table
Lamp

[43] German ON4OFF Project for Retail

[44] www.big-data.tips, association rules
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RAISE Center of Excellence (CoE) EU Project – HPC Intertwined with AI

[4] RAISE Center of Excellence Web Page
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Computational expensive use cases



Starting Research with CoE RAISE to intertwine more AI with Simulations
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Surbhi Sharma
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Remote Sensing

[11] IHPC SimDataLab Remote Sensing Web Page

Seyedreza Hassanianmoaref 
Callsign “Reza”
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Computational Fluid Dynamics (CFD)

[8] IHPC SimDataLab CFD Web Page

Eric Michael Sumner
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Accoustic & Tactile Engineering

[32] IHPC SimDataLab Accoustic & Tactile Engineering Web Page

[4] RAISE Center of Excellence Web Page

Marcel Aach
PhD Student, University of Iceland
IHPC Simulation and Data Lab 
Computational Fluid Dynamics (CFD)



Summary & Outlook



Summary & Outlook

 HPC needed for science & engineering
 Industry usage of HPC can be advanced

 Landscape of HPC gets increasingly complex
 Large inter-disciplinary teams strive

 Wide variety of great tools exist for HPC
 Mastering the toolsets is not trivial
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[41] Demo of HPC simulations for Science and Industry, YouTube Video

Urgent need of more HPC experts on the intersection of AI, HPC and specific scientific & engineering domains
‘finding good talent in HPC is a world-wide problem we all face in academia (PhD recruiting problem)‘

[4] RAISE Center of Excellence Web Page

Research challenges: Handle complexity of domains + AI + HPC via 
Interaction Rooms & Software Engineering Approaches



Working towards Pan-European MSc in HPC – Strenghtening Teaching in HPC & AI

Teaching HPC & AI university courses at two universities

emerging education activities

long-term center of excellence in HPC, e.g. RAISE
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[4] RAISE Center of Excellence Web Page

IHPC National Competence Center 
for HPC & AI in Iceland

[10] Icelandic HPC Community Web page
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