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WP2 February Meeting —Welcome & Agenda

1. Approval of minutes from Monthly Meeting February 2021
> (All), ~5 Min

2. WP2 Updates & Overview of WP2 Fact Sheet Process of RAISE & WP3/WP4
> (Morris Riedel), ~15 Min

3. Fact Sheet Status Presentations & Discussions
> (Morris Riedel & Use Case Teams), ~10 Min

4. Follow-up Resource Provisioning
> (Guillaume Houzeaux), ~15 Min

5. Follow-Through Check: Meeting duration (1 hour monthly long enough?)
> (All), ~5 Min

6. Next Monthly Meeting April & AOB

> Doodle & Discussions, ~10 Min
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Agenda Item (1) — Minutes Approval — Meeting Feb 2021 RAISE
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Minutes Approval — Monthly Meeting Feb 2021 RAISE

Center of Excellence

1. Minutes available in BSCW

> https://bscw.zam.kfa-juelich.de/bscw/bscw.cqi/d3349148/2021-02-11-Monthly-Meeting-Feb-2021-Minutes-v1.docx
> TBD(all): Any objections/additions? B

me

[J 0 B Actions & Scoreboard

Only change since last time: e

[0  Fact Sheets

Kristel Michielsen (FZJ) added apologies for not being able to attend i b

A\

. . . - Dg ' Meetings
> Action Items added to Action item tracker (see agenda item 2) v

A\

WP2 Monthly Meeting February 2021 Slides & Agenda
o s 2eee o [ Oo® HPC Systems Engineering in the Interaction Room

TBD(all): please read shortly minutes when available (lessons learned) D) || Lout vt ot oy Moo i 1 i

M.Riedel/COE RAISE/WPs/WP2/Meetings/Monthly Meetings/2021-02-11_Monthly Meeting February 2021/2021-02-11-Monthly- Meeting-Feb-2021-Minutes-v2.doc

o e = Brief introduction to the Interaction Room aﬁﬁruach
_ e e S i G 72021-02-11-Monthly-Meeting-Feb-2021-Minutes v2.doex
o

5@ Monthly Meeting February 2021 - Meeting Minutes
Alle Ereignisse von 2021-02-11-Monthly-Meeting-Feb-2021-Minutes-v2.docx werden im folgenden gezeigt. - —
5@ [m]=] 2021-03-15_Monthly Meeting March 2021
53 von 2021.02-11-Manthiy-Meeting-Feb-2021-Minutes-v1docx umbenannt von M.Riedel, 2021-03-15 12:51 )
sa Slides & Materials from meeting 2021-03-15
Eigenschaften geandert von M.Riedel, 2021.03-15 1251 ws —
O3 #T2.1 - Modular and K g p i i (M1-M36)
/ ersetzt von M.Riedel, 20210315 12:51 s@
gelesen von schmitz, 2021.02.23 10:33 e Leader: BSC
gelesen von Michieisen, 202102-22 17:08 - [0 2 9722 - Hardware prototypes (M1-M18)
se
gelesen von KurtDG, 2021-02-22 16:06 Leader: FZ)
gelesen von ciko, 2021-02-22 1518 i O -123- king on disrupti ies (M19-M36)
gelesen von seyedreza, 2021-02-22 15:18 s@ Leader: FZJ
DS VON NS 218222120 aa [0  T2.4 - Software design of a unique Al framework plan (M1-M36)
erzeugt von M.Riede( 20210222 12:52
P Leader: UOI
*2021.02-11-Monthly-Meeting-Feb-2021. Minutes-v2.docx” wurde seit der Erzeugung insgesamt 6 mal gelesen. - :
P O T2.5 - Cross-Sectional Al Methods (M3-M36)
) Leader: UOI
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Agenda Item (2) —WP2 Updates & Fact Sheet Process RAISE
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WP2 Updates —Act

» Tracking action items
; focus on WR2
» Can be used by all
> Milestones & Issues
» Code (maybe later)

> Registration steps:

Morrs Riedel > RAISEWP2 > Milestones
Open 1 Closed 0 All 14
WP2 Monthly Meeting - February 2021

Feb 2
Expired ) Morris Riedel / RAISE WP2

WP Expertise Matri
Feb 1, 2021-Mar 3

Maorris Riedel / RAISE WP2

WP2 Interaction Room Seminar Performed

ar

—Mar 3

Morris Riedel / RAISE WP2

WP2 Monthly Meeti
-Mar

- March 2021

i

Morris Riedel / RAISE WP2

WP2 Fact Sheet Collection Completed
b 1, 2021-Apr 30, 202

Morris Riedel / RAISE WP2

WP2 Monthly Meeting - April 2021

Apr 3

@D o e st

1. Create JuDoor Account:

https://judoor.fz-juelich.de/login

2. Wait for Email to register
3. Use my invitation link to get tracker access
4. TBD(all): no access yet then please email morris@hi.is

> https://qgitlab.version.fz-juelich.de/riedell/raise-wp2/-/issues

2021-03-15 RAISE WP2 Monthly Meeting March 2021

ion ltems Tracker

Filter by milestone name

3 Issues - 0 Merge Requests

1 Issue - 0 Merge Requests

Due soon

6% complete

0% complete

1 Issue - 0 Merge Requests

100% complete

1 Issue - 0 Merge Requests

10 Issues + 0 Merge Requests

1 Issue - 0 Merge Requests

100% complete

10% complete

0% complete

Close Milestone

Close Milestone

Close Milestone

Close Milestone

Close Milestone

Close Milestone

RAISE

Open 12 Closed 5 All 17 N B

Recent searches Search or filter results...

B - Reminder for check meeting minutes of WP2 monthly meeting 2021-02-11 to WP2 Mailing List
#9 - opened 2 weeks ago by Morris Riedel (D WP2 Monthly Meeting - February 2021 £ Feb 28, 2021

B - Create Fact Sheet Task 41 Turbulent Flow
#17 - opened 3 days ago by Marris Riedel (© WP2 Fact Sheet Callection Completed £ Mar 31, 2021

B - Create Fact Sheet Task 4.1 Fundamental Physics
#16 - opened 3 days ago by Morris Riedel (® WP2 Fact Sheet Callection Completed £ Mar 31, 2021

B - Create Fact Sheet Task 3.4 Engine Design
#15 - opened 4 days ago by Morris Riedel (D WP2 Fact Sheet Collection Completed & Mar 31, 2021

B - Create Fact Sheet Task 3.2 Clean Energy
#14 . opened 4 days ago by Morris Riedel (D WPZ Fact Sheet Collection Completed [ Mar 31, 2021

B - Create Fact Sheet Task 3.3 Reacting Flows
#11 - opened 1 week age by Morris Riedel (® WP2 Fact Sheet Collection Completed 3 Mar 31, 2021

B - Create WP2 Expertise Matrix Draft and Circulate for WP2 Review
#7  opened 3 weeks ago by Morris Riedel (O WP2 Expertise Matrix Bxists £ Mar 31, 2021

B - Contact WP4 for Fact Sheet Teams per WP4 Use Cases
#4 - opened 3 weeks ago by Morris Riedel (D) WP2 Fact Sheet Collection Completed & Mar 31, 2021

B - Contact WP3 for Fact Sheet Teams per WP3 Use Cases
#3 - opened 3 weeks ago by Morris Riedel (® WP2 Fact Sheet Collection Completed & Mar 31, 2021

B - Used Doodle for WP2 Monthly Meeting April 2021 Date & Time
#12 - opened 1 week ago by Morris Riedel (D WP2 Monthly Meeting - April 2021 & Apr 1, 2021

B - Create Fact Sheet Task 3.5 Coating
#13 - opened 6 days ago by Morris Riedel (© WP2 Fact Sheet Collection Completed

A - Use doodle to setup date&time for fact sheet meeting with Task3.4 of WP3
#8 - opened 3 weeks ago by Marris Riedel (® WP2 Fact Sheet Collection Completed

Center of Excellence

& &) e

Due date =

L=

updated 2 weeks ago

$ @

updated 3 days ago

$ @

updated 3 days ago

$ @

updated 4 days ago

§ @

updated 4 days ago

% a3

updated 1 week ago

L=

updated 1 week ago

$ @

updated 1 week ago

$ @

updated 1 week ago

L 2]

updated 1 week ago

$ @

updated 6 days ago

$ &o

updated 3 weeks ago



WP2 Updates — Library RASE

-

» Collecting document relevant for WP2

» Two major sections
> https://bscw.zam kfa-juelich.de/bscw/bscw.cgi/3373074

> RAISE Pa pers hArbeitsbereichevonM.Riedel’CDERAISEm F WPs ¥ WP2 ¥ Library
. . . |
» Publications from us in RAISE! G E AR AEEA D DS

B Library

» Project outcome descriptions
Ay ﬁEPapers

> Direct relevance for RAISE, . |
e.g-’ RAlSE acknOwledgementS in paper i D: ;T::::r;::la‘pers&JournalswlthRAISEprOJectresults&dependenmes

Papers & documents related to our WP2 activities

> Related Work
> Pa pe rS & TeC h n i Ca | Re po rtS 1) Arbeitsbereiche von M.Riedel ¥ Cof RAlsEf}) » WPs ¥ WP2 ¥ Library » RAISE Papers » Conferences ¥ Suchen Q
> Policy documents e
Papers of conferences
n_ GréBe Erzeugtvon Prioritit Letzte finderung _ Neu

er
2021-03-15 13:20

- Namc
> ees s [] - 2021-IPDPS2021-HCW-Submit-Morris-Riedel-et-al.pdf
Accepted for Publication ot IPDPS2021 - Heterogeneous Computing Workshop (submitted draft, net cam

iy 1.2M  M.Riedel

era-ready version yet)

2021-03-15 RAISE WP2 Monthly Meeting March 2021




WP2 Process for our Discussion (Revisited from Feb Meeting) RAISE

» Fact Sheets
» Foster initial understanding

» Living document & each Fact Sheet
per WP3/WP4 Use Case

> (Experience from many other EU projects)

compute-driven use-cases

> Selected Contents
» Short Application Introduction initial steps

» Clarify Primary Contacts

> Codes/Libraries/Executables E —

» HPC System Usage Details NS
» Specific Platforms & ‘where is what data’? Interaction

» Machine/Deep Learning Approaches of Interest Room Process
(WP2 members in turn will then work on this)

>
=
o
>
=
®
o
Q
c
=
@
O
Q
=3
<
o
73

Decomposition Canvas

interaction room process

2021-03-15 RAISE WP2 Monthly Meeting March 2021 8




WP2 Fact Sheet Process of RAISE & WP3/WP, —Idea RASE

Center of Excellence

» Fact Sheets

> Foster initial understanding = initial set should be completed at end of March 2021

» Living document & each Fact Sheet per WP3/WP4 Use Case

> (Experience from many other EU projects) -

» Input to Interaction Room process e+ ssamensaBaa SIIEw

> Process started with initial _iwmm e e .
use cases of WP3 & WP4 .

> Potential updates throughout our project .. . i

» Gradual improvement of fact sheet over time " -

> For Us as WhEe 18 BAI o 1= ‘ “
‘Where is what software running on .

which HPC system using what exact
libraries and for what purpose ...

2021-03-15 RAISE WP2 Monthly Meeting March 2021 9




WP2 Fact Sheet Process of RAISE & WP3/WP4 —Examples

» Examples in BSCW: https://bscw.zam kfa-juelich.de/bscw/bscw.cqi/3350073

RAISE

Center of Excellence

[‘d_‘l (Near) Real-Time Processing } {: 7o) 1—(Distributed) DL Training] [ ‘ o ‘ML Hyper-parameter Tuning & NASJ
_______________ A ___ ___
\ J v v
PRAC, HPC Infrastructure TZ'CJ,L:DR Commercial Cloud ‘-JUNI@JueIich Unified Infrastructure
PRACE ) Google Cloud Vendors @ - for Quantum Computing
— N . [
v v v v
' Other Modular || o ee AWSEC2 & DL D-Wave
EU HPC Amazon Machine Image Systems
HPC System (AM]) & Elastic Map Quantum
aws
Systems JUWELS Reduce (EMR) Example Annealer
—_— ——— g ——— === === — =
2 vy ¥ v
@ Ve | ggreraliel a@ ML/ DL Apache || (g D-Wave Quantum
OpenMP CSUM | TN 'f' Libraries Libraries Ocean SYM
Modules|| ~ 7 -;-nso\' & APIs r"(‘{ ﬁ API Pythan
™ 1% “ne. DeepSpeed Spar Library Code
R S . S——
v ']
T Multicore EANVIDIA. gpus| Many-core Quantum Auanum
Processors Processors Chip Chip
(high single thread Q (‘Accelerators’ with low f| Pegasus j| Dw2000Q
performance: ~24 cores) performance, ~7000 cores) ~5000 Qubits 2000 Qubits

processing-
intensive RS
applications

computing
infrastructures

innovative
computing
resources

technology
libraries &
packages

key
hardware
technologies

@ Parallel ML implementations still rare (MPI/OpenMP) ) @Custs of GPUs of CC vendors (e.g., EC2) tough, MS[huuD

Legend:

@ Open source tools good, but all need to fit in versions ) @ GPU hours are free, but requires time grant proposal )

@ Using very many GPUs beyond NVlink could be tricky ) @ Free GPUs in Google Colab vary in the available types

Highlighted
Challenges &

@ Look & feel of CC vendor ML services differ significantlD WDrks not yet with multi-class problems & large data )

Experiences

2021-03-15 RAISE WP2 Monthly Meeting March 2021

. download a dataset:

Som preparation
§ mdir winterschool winterschoal_cache wintenschacl_tap

$ chaod s winterachaol_cache
$ export. SINGULARITY_CACHEDIR-S (mktesp -d -p "S(pwd) fwinterschool_cache™)
$ export STNGULARITY_THPDIR=S (mktems d -5 ~§(wd)/ulnterschon]_tap”)

Su11 the docken fnsge
§ 28 wdnterscncol
§ Sinptarsey soll mes.ste socker:rgratararme] LICAFQ

%

Stngularity> datalad nstsll https://github.con/CONP-POID conp- dataset -git

Sten into the container
3 singulanity shell . hws.s3f
(the prompt changes to ~>Singularity’)

$ Gt config --global user.name ~Your name”
§ gt conflg —-global user.emall “peturhelgifumall. con”

ARDS Time Series Analysis

g an Voot Low: of o GRU e

J B Py p——

Jupyter
S—

processing-
Covid-19 Chest X-Rays Analysw’s} [_H ARDS Time Series Analys'\s] & Neuroscience & BigBrain Research intensive
AY / c) : applications
L 2 v ¥
A Infri;t:::(gure EuroHPC . LUMI Supercomputer % H\BALL.& Canadian ] computing
( D ) CBRAIN infrastructure fnfrastmc{qc'e's_
¥ v .
Modular Modular (7 - - T > Canadian CBRAIN . 5
HpC HPC Singularity 2 ﬂ Docker Resource Execution mnovatf_ve
f Container Container computing
System || 2 System ® Envi
DEEP - DAM || Juwets (8 Environment EIER | resources
v~ -~~~ =_—%_\’.___
¥ N -

MPI & — Diibute JupyterLab Git-based Data technolo
OpenMP @ Tralning @ s~ & Jupyter Management ___ t ology
Libraries g Tools + ML/DL "+ Notebook cuDNN data 3 libraries &

DeepSpeed s braries. | o prari ] A i & packages

v
Scalable
File Storage
System | Service
(Lustre) / Module

Innovative

Memory
Hierarchies
with NVMs

6 Multi-core
Processors

(high single thread
performance: ~24 cores)

(‘Accelerators® with low
performance, ~7000 cores)

-

key
-..hardware
technologies

.w_”-.l:r?] 'Dml Y= sl o Covid-X
Covid-Net ''PV'S" & < pataset

Covid-19 Chest X-Ray Analysis
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RAISE

Center of Excellence

WP2 Fact Sheet Process of RAISE — Re-use Paper Example

> 'not a waste of time': Fact Sheets can be re-used for publications, project presentations & dissemination

PRACTICE AND EXPERIENCE IN USING PARALLEL AND SCALABLE MACHINE

1 School of Engineering and Natural Sciences, University of Iceland, Iceland ,'{'@Awm a0l innovaiive —
ACCep ted f or 2 Jiilich Supercomputing Centre, Forschungszentrum Jiilich, Germany Y e ren e compuing g((::l:i’trt “ ER"""“E"”"“”
i i . 5) oo S iomen] (wnacaentsn | e ey Y nroamen ourens) G
publication in — el L _—
B 4
STRACT 1. INTRODUCTION of Restet 50 g

IPDPS 2021,
HCW workshop

Available in
WP2 Library

|
4
b |
#,

=3 : . apmm— | S = ) (62 vewesa s )| Ciransios

LEARNING WITH HETEROGENOUS MODULAR SUPERCOMPUTING ARCHITECTURES \g@ St e ) Fotomier 0t s ) @ o Casticin i A G — s
N T T T T T v "‘ ¥ i

Morris Riedel'2, Rocco Sedona'?, Chadi Barakat'?, Petur Einarsson'2, Gabriele Cavallaro® @ : 3::““\1'” Commaral Coud Fﬁm & e Mf;;';;‘m% o
*

‘We observe a continuously increased use of Deep Learn-
ing (DL) as a specific type of Machine Learning (ML) for
data-intensive problems (i.c., *big data’) that requires power-
ful compuling resources with equally incr
Consequently, innovative heterogeneous High-Performance
Computing (HPC) systems based on multi-core CPUs and
many-core GPUs require an architectural design that ad-
dresses end user communities™ requirements that take ad-
vantage of ML and DL. Still the workloads of end user
communities of the simulation sciences (e.g.. using numer-
ical methods based on known physical laws) needs to be
equally supported in those architectures. This paper offers in-
sights into the Modular Supercomputer Architecture (MSA)
developed in the Dynamic Exascale Entry Platform (DEEP)
series of projects to address the requirements of both sim-
ulation sciences and data-intensive sciences such as High
Performance Data Analytics (HPDA). It shares insights into
implementing the MSA in the Julich Supercomputing Cen-
tre (JSC) hosting Europe No. 1 Supercomputer Julich Wizard
for European Leadership Science (JUWELS). We augment
the technical findings with experience and lessons learned
from two application communities case studies (i.c., remote
sensing and health sciences) using the MSA with JUWELS
and the DEEP systems in practice. Thus. the paper provides
details into specific MSA design elements that enable signif-
icant performance improvements of ML and DL algorithms.
‘While this paper focuses on MSA-based HPC systems and
application experience, we are not losing sight of the big-
ger picture, including Cloud Computing (CC) and Quantum
Computing (QC) advances relevant for ML and DL.

Index Terms— High performance computing, cloud
computing, quantum computing, machine learning. deep
learning. parallel and distributed algorithms. remote sensing.
health sciences, modular supercomputer architecture.

Today, an academically-driven supercomputing centre’s (e.g..
Juelich Supercomputing Centre', Barcelona Supercomput-
ing Centre?, or Finish IT Center for Science CSC?) appli-
cation portfolio is highly multidisciplinary, raising diverse
requirements for a HPC architecture that enables research
for a wide variety of end-user communities [1]. Examples
include but are not limited to astrophysics, computational
biology and biophysics, chemistry, earth and environment,
plasma physics, computational soft matter, fiuid dynamics,
elementary particle physics, computer science and numerical
‘mathematics, condensed matter, and materials science. Not
only the research approaches in these communities are di-
verse, but also the way how they employ scalable algorithms,
numerical methods, and parallelisation strategies. Many of
these are “traditional HPC applications’ (i.e., modeling and
simulation sciences) that use iterative methods and rely heav-
ily on a small number of numerical algorithmic classes that
operate on relatively small to moderate-sized data sets and
acerue very high numbers of floating-point operations across
iterations. But we observe that the complexity (e.g.. using
CPU in conjunction with GPUs) and memory requirements
(e.g. using complex memory hierarchies) of HPC codes of
those applications increases, leading to a dissonance with
these traditional HPC system workloads.

More recently, new user communities add to the above
mentioned diversity in the sense of using the HPC systems
with HPDA using ML and DL in conjunction with containers
[2] and interactive supercomputing (e.g.. via Jupyter* note-
books) [3]. Those workloads (e.g., remote sensing or health
sciences) are rapidly emerging and require a change in HPC
systems architecture. They exhibit less arithmetic intensity
and instead require additional classes of parallel and scalable
algorithms to work well (e.g.. DL networks with interconnec-
tions of GPUs to scale to extreme scale). Some end-user com-
munities (e.g., neurosciences and earth sciences) make inter-
twined use of both traditional simulation sciences-based HPC

——
B)PRACe
¥

Google Cloud_Vendors
x

uticore
Processore

Tigh singlo throad

performance: 24 cores)

Attachec o
153 wemon e

<ANVIDIA crui| Moo

i
= B
y roceon o
Ol winio
R, 7000 cors .

apus
- inporoliel

Fig. 2. Remote Sensing applications taking advantage of the MSA ensuring conceptual interoperability with Clouds.

D) is a necessary solution to train DL classifiers in a rea-
sonable amount of time, providing RS researchers with a
high-accuracy performance in the application recognition
tasks. The same is true for the emerging HPC system land-
scape currently acquired by the EuroHPC Joint Undertaking
such as the LUMI supercomputer in Finland (see Fig. 2 E).

Our RS case study mainly takes advantage of the MSA-
based JUWELS system (see Fig. 2 ) at the JSC in Germany,

ing the fastest EU with 122,768
CPU cores only in its cluster module (cf. Seetion 2.1 H).
‘While JUWELS and multi-core processors (see Fig. 2 U)
offer tremendous performance, the particular challenge to
exploit this data analysis performance for ML is that those
systems require specific parallel and scalable techniques. In
other words, using JUWELS cluster module CPUs with Re-
mote Sensing (RS) data effectively requires parallel algorithm
implementations opposed to using plain scikit-learn'S, R'S, or
different serial algorithms. Parallel ML algorithms are typi-
cally programmed using the MP! standard, and OpenMP (see
Fig. 2 L) that jointly leverage the power of shared memory
and distributed memory via low latency interconnects (e.g..
Infiniband'”) and parallel filesystems (e.g., Lustre'®).

Given our experience, the availability of open-source par-
allel and scalable machine learning implementations for the
JUWELS cluster module CPUs that go beyond Artificial Neu-
ral Network (ANN)s or more recent DL networks (see Fig. 2
0) is still relatively rare. The reason is the complexity of par-
allel programming of ML and DL codes and thus using HPC
with CPUs only can be a challenge when the amount of data

is relatively moderate (i.e.. DL not always succesful). One ex-
ample is using a more robust classifier such as a parallel and
scalable Support Vector Machine (SVM) open-source pack-
age (sce Fig. 2 M) that we developed with MPI for CPUs and
used to speed up the classification of RS images [16].

3.1. Selected DL Experiences on MSA-based Systems
The many-core processor approach of the highly scalable
JUWELS booster (see Section 2.2) with accelerators brings
many advancements to both simulation sciences and data
sciences, including innovative DL techniques. Using many
numerous simpler processors with hundreds to thousands of
independent processor cores enabled a high degree of parallel
processing that fits very nicely to the demands of DL training
whereby lots of matrix-matrix multiplications are performed.
Today, hundreds to thousands of accelerators like Nvidia
GPUS (see Fig. 2 V) are used in large-scale HPC systems, of-
fering unprecedented processing power for RS data analysis.
JUWELS Booster module offers 3744 GPUs of the most re-
cent innovative type of Nvidia A100 tensor core'” cards. Our
experience on MSA-based systems such as DEEP? (see Fig.
2G). JURECA ', and JUWELS shows that open-source DL
packages such as TensorFlow?? (now including Keras?) or
pyTorch? are powerful tools for large-scale RS data analysis.
We experienced that it can be quite challenging to have
the right versions of python code matching the available DL

hutps/worw.widia.comjen- 1y data-cenier/a1 00/

Scalible
Storoge

cerver
Wodile

Fig. 3. Health science applications taking advantage of the MSA enabling seamless access for non-technical medical experts.

latest cuDNN support (see Fig. 3 P) the inference and train-
ing time of the Covid-Net model is significantly faster as with
GPUS of the previous genieration given its tensor cores.

‘We used several publicly available datasets of COVIDx
[25] that iss an open access benchmark dataset initially com-
prising of 13,975 CXR images across 13,870 patient patient
cases. But in the last couple of month this dataset was ex-
tended numerous times with new datasets made available that
in turn we used again with Covid-Net as well. The SSSM
of the MSA systems and its parallel file system Lustre (see
Fig. 3 R) provides a powerful storage mechanism to store the
COVIDx datasets and its updates.

‘This module also stores additional data we obtained from
a collaborating Pharma company that we in tum used to
validate that Covid-Net is able to generalize well to unseen
datasets. At the time of writing, the name and dataset of
the collaborating pharma company can not be revealed, but
will be made available to the workshop organizers during
the workshop. Using the MSA-based systems JUWELS and
DEEP seamlessly with Jupyter requires the definition of an
own Kemel*? using the module® environment of the MSA.
HPC sysiems (see Fig. 3 bottom right). Our experience on
using own Kernels with Jupyter notebooks is extremely pos-
itive while at the same time offering a user interface with
notebooks that are user-friendly enough for medical imaging
experts.

4.2. Time Series Data Analysis of ARDS Patients

Our application case study *ARDS Time Series Analysis” (see
Fig. 3 A) addresses the medical condition Acute Respiratory
Distress Syndrome (ARDS) that affects on average 1-2% of
‘mechanically-ventilated (MV) Intensive Care Unit (ICU) pa-
tients and has a 40% mortality rate [26, 27]. At present the
leading protocol for diagnosing the condition is the Berlin
definition that defines onset of ARDS as a prolonged ra-
tio of arterial oxygen potential to fraction of inspired oxy-
gen (P/F ratio) of less than 300 mmHg, and the lower this
value is determined (0 be, the more severe the diagnosis is
[28]. Several papers have determined a correlation between
early detection of onset of ARDS and survival of the patient,
which highlights the need of early detection and treatment of
the condition, before onset of sepsis and subsequently multi-
organ failure [27, 29, 30]. Hence, the goal of this case study
is to develop an algorithmic approach that provides early
warning and informs medical staff of mitigating procedures
can be a beneficial tool for ICU personnel.

‘We take advantage of the freely available ICU patient data
provided in the Medical Information Mart for Intensive Care
- I (MIMIC-III) database, compiled between 2001 and 2012
from admissions to the Beth Israel Deaconess Medical Center
in Boston, MA [31]. The procedure thus, is to build and test
our models using patient data from the MIMIC-TII database,
then verify our results using patient data collected from hos-
pital participating in our German Smart Medical Information

. - ESTLnode hinl
A'?us :a;l s p('rf;nnc: " the CcmmrF hmclli:n(eé ;([:;l-; i:s;mh _ = 20 Technology for Healthcare (SMITH) project consortium*®
on Al and Simulation- Based Engineering at Exasc . the Euro w1l defas s EN Homelhome_pode il [T Te— JURECAIURECA node himl e — i i
CC, and DEEP-EST projects receiving funding from EU's Horizon 2020 Re- hupsiwwwbsces’ 1biipsoe wr-projectorg/ Dhyapeiiwwwiensoriowory/ D hupsrupyterjo. o Juelich de/nbviewer gihub/FZ-ISC/jupyter Jsc- with real hospitals, and finally roll out the developed model
. ! x , apyerkeme senerat gy

search and Innovation Framework Programme under the grant agreement no.
951733, no. 951740 and no. 754304 respectively

Shapfww.cse. len/ese
4hps/jupyeerory
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P
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Agenda ltem (3) — Fact Sheet Status & Discussions RAISE
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Fact Sheet Status & Discussions — \WP3/WP, Tasks Overview RASE

Center of Excellence

> WP3

» T3.1: Turbulent Flow (planned)

» 13.2: Clean Energy (started)

> 13.3: Reactive Flows (started)

» 13.4: Engine design (partly covered by T3.4)
» T3.5: Coating (started)

LST™M

“ | DA

i NAS

“ [ AE
TL

i PIDL

> WP4
» T4.1: Fundamental physics (planning) > Lessons Learned
> T4.2: Seismic imaging (planning) > Hard to find time
> T4.3: Manufacturing (planning) » But doable, sometimes also w/o ‘big doodle’
> T4.4: Sound engineering (started) > So far, all found Fact Sheet process useful

> One more iteration at least necessary:
Dive more into potential Al topics
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act Sheet Status & Discussions—T3. ASE
processing-
[ Windfarm Optimization ] [ Renewable Energy & CO2 Reductio}[ Predictions of generated POwer ] intensive
applications
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Libraries T Tools|| ‘®  MLDL . Notebook cuDNN [[ Balancing fordcs
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Fact Sheet Status & Discussions—T3.3 (& T3.4) RASE

Center of Excellence

T3.3 Close Interaction Preparation for T3.4 Industry
Use Case: helicopter Engine works vﬁh hvdroggn_
combustion ==

T3.4 Combustion chambers g

modeling Research on nd |nteractions: helicopter

Fut GAS
e might use hydrogen

Infrastruct 3 rench infrastructure . : 5
- PRACE Glapdniiaty EE - q}ﬁ Eﬂﬁ&lﬁ[ CERFACS Involved ] French computing quicker, helicopter engine
FRACEIRSE) || e i centers: TGCC, CINES, | infrastructures more faster designed,

IDRIS

airbus not really
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o
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File Storage
System Service
(Lustre) / Module

Processors Processors
(high single thread W (‘Accelerators’ with low
performance: ~24 cores) performance, ~7000 cores)

GPU ai and CPU solver
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Fact Sheet Status & Discussions —T3.5 RASE

Center of Excellence

= appﬁcaﬁon Lab on a chip devices:
[%Water Harvesting Applications] [@3 Qil recovery & extraction ] [ Lab on a chip devices ] areas experimentation in biology lab:
these devices change how the
— e mm = e e e e —v droplet moves, batch processing
of bio processes, droplet, biology
. f bi droplet, biol
Wetting Hydrodynamics: how liquids interact modeling experiments
with heterogenous surfaces (e.g., rough surfaces, soft surfaces, etc.) — properties for all material types relevant simulation
r — E——— - S S - -A
\"4
. 5 No Cloud
Atomistic Macroscale System computmg I N
‘ Simulation Simulation JUWELS resources
A A PROGRESS
A 4 A 4
. Gromacs OpenFoam - ML/DL technology
C C (using CPUs) *7 Libraries o0 . .,
~ N cores = Notebook- ] libraries &
0(100) , Physics-Informed DL NAS packages
Postprocessing
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File Storage TN
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System | Service (high single thread Q’)(‘Accelerators' with low
(Lustre) /' Module performance: ~24 cores) -~ performance, ~7000 cores)
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Fact Sheet Status & Discussions — T 4.4 RAISE

enter of Excellence

T e Relevant
. ; : irtual Reality applications o
Support Blind People with Environmental Sounds . y pp Eound of Vision EU project (finished) applfcattons
require realistic sounds
*—
A 4 :
3D Accoustic Modeling
Properties of Heads (i.e. ears) elements of
Human
WORK
Anechoic Phvsical IN
A sica
chamber Device: HRTF- Y PROGRESS
related ¢ VIKING
measurements Dataset Lab
A fold Dataset) Activities
A 4 _-— Vv A 4
Matlab G Python a qmvl N a Software technology
Package Package . ML/DL Driver Creaform | [ibraries &
For For Measurements et Libraries For 3D Point packages
Measurements (Planned in RAISE) Cloud
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Agenda Item (4) — Follow-up Resource Provisioning RAISE

O
O 0
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Follow-up Resource Provisioning (Guillaume) ASE

Center of Excellence

» Follow-up Resource Provisioning
> Slides (Guillaume Houzeaux), ~15 Min
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Agenda Item (5) — Follow-Through Check: Meeting duration RAISE

O
O 0
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Follow-Through Check: Meeting duration RASE

enter of Excellence

> Follow-Through Check:
Meeting duration (1 hour monthly long enough?)
> (All), ~5 Min
> Feedback: no improvement suggestion, all seem to be fine with it now
> Outcome: April/May will be the same way structured

> In addition, monthly seminars on specific topics:
Interaction room (April), DatalLad (May), Al model XYZ depending no WP3/WP4 needs, etc.
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Agenda Item (6) — Next Monthly Meeting April & AOB RAISE




REMINDER: INTERACTION ROOM SEMINAR ON 2021-04-08 RAISE

Center of Excellence

> Start; Interaction Room Process 10:00 — 12:00 GMT!

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work
with WP3 & WP4
experts in an
open minded way

> Process will be guided
by Prof. Dr. Matthias Book
(Software Engineering,
University of Iceland)

> Supported by Software
Engineering & testing expert
Prof. Dr. Helmut Neukirchen
(University of Iceland)

2021-03-15 RAISE WP2 Monthly Meeting March 2021
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Real-World Canvas ‘ HPC Systems Engineering E3() Iteraction Room
in the Interaction Room
Matthias Book s,
SN
with Morris Riedel, Jilich Supercomputing Centre / Uol -:?;:{j': 1’:2;52?:1:ﬁ{_'fj::;‘f,,w stcis
and Helmut Neukirchen, University of lceland WhE

SBAURD) 81Mo8)yoly //

Decomposition Canvas

Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects with an
Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software Engineering for
Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada

23



Compelling Scoreboard: Summary & Next Month

- RASE

Center of Excellence

v'  Call for Monthly Meeting February & ki
check missing people in WP2 (Kick-off)

f$: v Monthly Meeting February @

X .

: v Final D1.5 (M2) & D1.2 (M2)
v.  Monthly Meeting March@—

.
e
.

.......................

» Next Steps:
> Finish Fact Sheets Initial Versions
> Prepare Interaction Room Seminars

s
"~
.....
L
ey

"= D2.12 Software layout plan for a unique Al framework (M10)$

Fact Sheet Process & Interaction Room (started): revision and refinement process
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> Prepare May Seminar on Datalad
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Agenda Iltem (6) —WP2 Next Monthly Meeting & AOB AISE

Center of Excellence

1. Next Monthly Meeting(s)
> April, May: Doodle will be available soon
» Topics: Selected progress with Factsheets & Interaction Room presentations

» TBD(All): Discussions & AOB?

» Good feedback from Project Director Andreas Lintermann for WP2 progress, process & materials
> TBD(Morris): Re-Invite all not yet members of WP2 Action Item Tracker
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