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SimDatalabs in Iceland — Update & ToDos
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Selected Discussion Topics:

v' Governance of Labs: Bottom-Up by PI, but optional Executive Advisory Board (EAB)
members could be used to guide & ‘review’ labs on a yearly basis (could be useful):
labs of Juelich are ‘friendly’ reviewed on a 1-2 years basis as part of funding program

Engagement with Industry: ISOR, MATIS, MAREL, DECODE (work-in-progress), etc.
Including Start-Ups: Nordverse (medical NLP, done), Treble (Accoustic, done), others?
Relationship to our new IRHPC & steering board activities 2> Logo for IRHPC/NCC?!
Teaching better topics of relevance in HPC Course for Iceland, other activities?

Jointly engage in future funding together, e.g. Ry i
EuroHPC Master of Science in HPC program and \, A
many other activities planed in Horizon Europe
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International Collaboration Partners: Juelich Supercomputing Centre & LUMI
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Despite the strong collaborations, it is
important to have local HPC resources
in Iceland for education & research (!)
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YouTube, ’flexible and energy-efficient supercomputer:
JUWELS is faster than 300 000 modern PCs
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