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Initial Draft Architecture of Joint Infrastructure
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Revised Architecture of Joint Infrastructure (working)
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Medical AI & HPC Applications
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Work-in-Progress – CBRAIN Executions (1)
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Work-in-Progress – CBRAIN Executions (2)
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Realistic!



▪ Contributed to HIBALL Winter School
▪ Preparation of Tutorial gave a big push in WP4
▪ Thanks to Natacha, Tristan, Bryan, Pierre, …

▪ Progress in Key Fields
 Docker containers from Tristan (Winterschool) run on JUWELS

(applications within the containers work-in-progress 
by Petur Helgi Einarsson (UoIceland)  Tutorial Recordings

 CBRAIN Bourreau (running process) at JUWELS/DEEP: 
Concept is ready, pending administrator dependencies installations,
work-in-progress by Shahbaz Memon (FZJ, new in HIBALL)

 Next Steps
 Finish the CBRAIN setup & testing with Containers & portal agreement (old, see references)
 Testing and validating complete pipelines with DataLad, CBRAIN, and Boutique containers

Summary & Next Steps in WP4

CBRAIN
Bourreau 
(running 
process)

Modular
HPC

Systems
DEEP/JUWELS

CBRAIN Portal?

WP4 - Connect CBRAIN & Containers to Juelich Supercomputing Centre HPC Infrastructure 7 / 8



References

▪ [1] SnakeMake: https://doi.org/10.1093/bioinformatics/bts480
▪ [2] DataLad: https://www.datalad.org/
▪ [3] Boutiques: https://doi.org/10.1093/gigascience/giy016
▪ [4] Helmholtz HIBALL Project: https://bigbrainproject.org/hiball.html
▪ [5] CBRAIN: https://mcin.ca/technology/cbrain/
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juelich.de/SharedDocs/Downloads/IAS/JSC/EN/supercomputer/PortalOperatorAgreement.pdf?__
blob=publicationFile
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