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Modular Supercomputing Architecture (MSA) & Exascale Roadmap @ EU
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Python Machine Learning Example — Remote Sensing Al & HPC Applications
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Python Machine Learning Example — Health & Medical Al & HPC Applications
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. module load OpenCV/4.5.8-Python-3.8.5
technologles # Activate Python wirtual environment
source /p/project/training2184/ingolfssonl/jupyter/kernels/ingolfssonl_kernel/bin/activate
# Ensure python packages installed in the virtual environment are always prefered
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Python Machine Learning Example — Retail Al & HPC Applications
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Python Machine Learning Example — Quantum Module with D-Wave Systems
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Python Machine Learning Example — RAISE: Intertwined HPC Simulations & Al
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Open PhD Position Available in EU Project RAISE @ Iceland

RAISE

Center of Excellence

[10] Open PhD Position, RAISE EC Project @ Iceland

Information

The PhD position is funded by the EU project Center of Excellence "Research on Al- and Simulation-Based
Engineering at Exascale” (CoE RAISE). This project will be the excellent enabler for the advancement of
European multi-physics and/or multi-scale applications on industrial and academic level and a driver for novel
intertwined Al and HPC technologies.

@ Supervisor: Prof. Morris Riedel (University of Iceland)
& ©Co-Supervisors: Dr. Gabriele Cavallaro (Jilich Supercomputing Centre) and Prof. Magnus Orn Ulfarsson
(University of Iceland)

(O Starting date: January 2021
1 (Due to the current corona pandemic, the first work period can be conducted remotely)

@Location: Reykjavik (Iceland). You will be employed at the University of Iceland. A research stay at the |ilich
Supercomputing Centre (Forschungszentrum Jiilich, Germany) is envisaged for a minimum period of time of 6
months. To obtain your PhD degree at the University of Iceland you will have to acquire 30 ECTS from courses
and seminars. Your working hours will be not monitored and working from home will be largely permitted.

. Goal: pioneer the research of advanced deep transfer learning methods in the context of complex learning
scenarios in applications from remote sensing. The priority will be put on the investigation of the transferability
capacity of Deep Learning (DL) models with meta-learning and Neural Architecture Search methods.

& A @ @ GResearch Group: be part of our joint research group “High Productivity Data Processing" at
University of Iceland and Julich Supercomputing Centre. The group is highly active in developing parallel and
scalable machine (deep) learning algorithms for remote sensing data processing and many other types of
applications (i.e., medical research and retail sectors).

‘®Working Environment: Direct access to high performance multi-GPU systems equipped with the state-of-
the-art of DL frameworks (TensorFlow, pyTorch, Chainer, Horovod, DeepSpeed). There is also the possibility to
access innovative quantum computing systems.

[E7 Other information: You will have the possibility to participate in international top conferences in the field of
machine learning, HPC and remote sensing. You will be put in contact with several international partners for
initiating research collaborations that match the topic of the PhD.

[E Background education: MSc degree in computer science or computer engineering. Level of English >= B2.
@Required knowledge and experience: deep leaming (Convelutional Neural Networks and/or Transformers)
and Python programming (TensorFlow and/or pyTorch). Experience with parallel programming (OpenMP and

MP), High Performance Computing (HPC) and remote sensing data processing are a substantial plus.

¢ Apply: Send your CV, a cover letter and the transcripts of records of your bachelor and master to Gabriele
Cavallaro: g.cavallaro@fz-juelich.de.

Apply now
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