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WP2 Vision —Intertwined HPC Simulations & Al —full loop" ?

> What means Al & HPC Cross Methods at Exascale?

\| technologies E Applications

Today rather high performance data analytics (HPDA)

HPCResource

[ HPC Simulation

ing Application ] |

Request for analytics
validation from HPC
simulation (scientific
application)

Response from data

\ analysis/analytics o generate

\ more suitable parameters or
torefine model characteristica

The “full loop of Scientific Big Data Analytics’

[ Data Analysis/Analytics (e.g. solving in-verse problems) ] |
-

HPC/HIC Resource

- —
“Big Data’ Processing Unit: Preparing & e
Filtering data (e.g. empirical data) rciipoios

Observations

Lippert, T., Mallmann, D., Riedel, M.: Scientific Big Data Analytics by HPC, in Symposium proceedings of NIC
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Background & Objective

power grid and energy trade on

The stochastic nature of weather imposes wind and solar power as an uncertain source of

We make use of various perurbation techniques in the frame of a
call for | | regional meteorological ensemble with O(1000) members to capture

the improvement of the underlying weather

improvement of probabilistic wind and solar power forecasts. The major potential lies in
forecast.

=xareme enor svents and to improve skill scores of short and shortest
range forecasts of wind speed at hub height {~ 100m) and inadiance.

A data mining application shal identify the relationship hsween

information serves as a hams to improve the further Qenemunu'
‘ensembie members within a particle filter algorithm.

Meteorological Ensemble

+ An ukra large ensamble version of the Weather Research and Forecast modsl (WRF) as part of
ESIAS (Ensemble for Stochastic Imegration of Amosgheric Simulation). which provides a
comprehensive probahiliy density evolution of the model state

+ Computational efficient implementstion on the JUQUEEN, which realizes communication betwesn
the ensemble members by mroducing a second stage of MPI paralielism

« Initial values and lateral boundary values from the global ECMWF and GFS ensembles

+ A broad variaty of state-of-the-art techniques of uncertainty representation within the model
(SKEBS — Stachastic Kinetic-Energy Bacckscatier Scheme, SPPT ~ Stochastic Perurbed
Parameterization Tendency, penurbation of surface values, etc)

Coupled Forecast-Analysis System

Data Mining Methodology

The amaunt of
resources is propartional 1o the

ensemble member number. As
an ple, 1024
members require 63536 cores
on the IEM BlusGene § system
(JUQUEEN) to accomplish 24
hour simulation in approximasely
L5 hours (the MWF comprises
the majority, with (0 tasks and
anine data mining being af
secondary relevance).

Amount of data to be managed

T o el

In-Situ Analytics Application Loop

The coupled forecast analysis system combines the meteorological forecast. partcle fitering
and data miner in one application loop. Due to high computational demands, special focus is

Germany, [ PDF (~ 4,08 MB) ]

e 2 trains & model of the data given training set T
T= () (ony

« Supervsed classfication problem: Experts provide labels v, data of WRF ensembies x quaiy

« Multi-class design enabling scientists to label with an increasing rangs of quality classes

« The trained mode! is then used with unseen WRF data to assign it to & qualiy Class

- Depending on the quality class predicted by the mode! WRF. ensembles are canceled/continued

« Chasen algorithm 1 create a model are Support Vectar Machines (SVM) with kemel methads

i simpiied 20 mpie of 8 e cass probiem

(e = bad WWAF snzemble members, greed = posd

[ —

lines wil separate bot ciesses in this exampie, SYM
b= =
a2 shovn in the lsrason, The imeresing propery of

quite el with unseen WRF ensemble members.

+ Train a mode! with support vectors (cf. orange data in figure) is computationally complex
* SVM ngeds to find the best decision boundary (aka points mast far away fram existing points)
*Itis a constraint optimization problem sobved inherenth with sequential minimal ogimization

* The optimization prablem aims to mazmize the margin (above orang background colar)

[T |

Riedel, M., Berndt, J., Hoppe, C., Elbern, H., Energy Meteorological In-Situ Big Data Analytics,
Helmholtz Program Meeting, Karlsruhe Institute of Technology (KIT), July 1, 2016, Karlsruhe,




WP2 Partners & Funding Levels RAISE

Center of Excellence

Work package title | AI- and HPC-Cross Methods at Exascale
Participant No. 1 2 3 4 5 6 7 8 9 10 | 11
Short name of
participant o
O Z
- _|E|ol2|2]23]|_|¢B
S BB EIE R R
O (a2 /M Qo o ma) a4 s N
PM per partner 43 24 0 10 8 8 0 8 22 | 12 0 135
Start month 1 End month 36
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WP2 & Connections to other WPs —"WP2 in a nutshell’ RAISE

Center of Excellence

> WP3 (Compute-Driven Use-Cases towards Exascale)
> WP4 (Data-Driven Use-Cases towards Exascale

» Developments in these WPs will be
supported by the cross-linking activities of WP2

> E.g. scaling machine & deep learning codes M WP1 Y (CoE stakeholders )
with frameworks like Horovod/Deepspeed . wes eustomer

» E.g. introduction to new Al methods such & o | -
as Long-Short Term Memory (Time series) ;l WF25.4 .

> E.g. data augmentation approaches ‘

> E.g. benchmarking HPC machines and offer U :
also pre-trained Al algorithms (i.e., transfer learning) Mamogment s oneren e

> E.g. offer neural architecture search methods for EsEc—

® Compute-Driven Use-Cases ® Outreach & Services

hyperparameter — tuning in semi-automatic way

2021-01-22 RAISE Kick-Off Meeting 4



WP2 Objectives —'Al & HPC at Exascale backbone'

omputing-
Driven
Use Case
Requirements &
Feedback

*-3

Data-Driven
Hardware Use Case
Infrastructure Requirements &
Feedback

. My

UNIQUE Al
FRAMEWORK

Tangible
WP2 et al.
Result of

RAISE Project

OPEN SOURCE COMMUNITY
Al & HPC BEST PRACTICES
EuroHPC & PRACE
EuroCC NCCs
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Hardware Infrastructure
Prepare & Document available production systems at partners’ HPC centers

Examples: JUWELS (JUELICH), LUMI (UolCELAND), DEEP Modular Prototypes, JUNIQ (JUELICH), etc.

Software Infrastructure
Prepare & Document available open source tools & libraries for HPC & Al useful for implementing use cases

Examples: DeepSpeed and/or Horovod for interconnecting N GPUs for a scalable deep learning jobs

Computing-driven Use Cases Requirements & Feedback (= WP3)
Use cases with emphasize on computing bring in co-design information about Al framework & hardware

Examples: Use feedback that TensorFlow does not work nicely, so WP2 works with use cases on pyTorch

Data-driven Use Cases Requirements & Feedback (= WP4)

Use cases with emphasize on data bring in co-design information about Al framework & hardware

Examples: Deployment blueprint by using Al training on cluster module & inference/testing on booster

UNIQUE AI FRAMEWORK

Living design document & software framework blueprint for using HPC & Al offering also pretrained Al models



WP2 Objectives —Can Al do Exascale & use Disruptive Technologies? RASE

Center of Excellence
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Sedona, R., Cavallaro, G., litsev, J., Strube, A., Riedel, M., Book, M.: SCALING UP A MULTISPECTRAL RESNET-50 TO
128 GPUS, in conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium
(IGARSS 2020), September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA, to appear

8

Sedona, R., Cavallaro, G., Jitsev, J., Strube, A., Riedel, M., Benediktsson, J.A.: Remote Sensing Big Data
Classification with High Performance Distributed Deep Learning, Journal of Remote Sensing, Multidisciplinary
Digital Publishing Institute (MDPI), Special Issue on Analysis of Big Data in Remote Sensing, 2019

Cavallaro, G., Willsch, D., Willsch, M., Michielsen, K., Riedel, M.: APPROACHING REMOTE SENSING IMAGE
CLASSIFICATION WITH ENSEMBLES OF SUPPORT VECTOR MACHINES ON THE D-WAVE QUANTUM ANNEALER, in
conference proceedings of the IEEE International Geoscience and Remote Sensing Symposium (IGARSS 2020),
September 26 — October 2nd, 2020, Virtual Conference, Hawai, USA, to appear
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WP2 Tasks RASE

Center of Excellence

UNIQUE
Al
o
Design Plan 1 Design Plan 2 Design Plan 3
SOFTWARE

Revising the project plan ReV|§|ng the Al ReV|§|ng the Al ReV|§|ng the Al INFRASTRUCTURE
design plan 1 design plan 2 design plan 3

Task 2.5 Cross-Sectional Al Methods (M3-M36) WP3 & WP4
INTERACTIONS
prototypes (M1-M18) technologies (M19-M36) HARDWARE
INFRASTRUCTURE

Task 2.1 Modular and heterogeneous supercomputing architectures (M1-M36)

I o YEAR 1 YEAR 2 YEAR 3

2021-01-22 RAISE Kick-Off Meeting 7




WP2 Work on Deliverables & Milestones

D2.1 (BSC)
Best practice
guidelines
and tutorials
for the
various HPC
systems are
available
(M2)

INDIVIDUAL
DOCUMENTS

&
EARLY
START! guidelines
and tutorials
for prototype
systems are
available
(M2)
CONTINOUS
UPDATING
DOCUMENTS

2021-01-22 RAISE Kick-Off Meeting

RAISE

Center of Excellence

YEAR ONE YEAR TWO YEAR THREE

D2.6, D2.7 (FZJ) Report on
support activities (M6,M18)

D2.8, D2.9 (FZJ) Report on benchmarking Al technologies
(QA) and on support activities (M24,M36)

D2.12 (UOI) Software layout plan for a unique Al
framework (was: M34 now: M9, additional: M24)

D2.13, D2.14, D2.15 (UOI) Report on novel use-case-overarching Al technologies (M12,M24,M36)

D2.2, D2.3, D2.4 (BSC) Report on porting and performance engineering activities (M12,M24,M36)



WP2 Expectations & Requirements RAISE

Center of Excellence

» Start: Interaction Room Process

> Supports the proper software engineering
design of the unique Al framework blueprint

» Expecting to work
with WP3 & WP4
experts In an
open minded way

> Process will be guided
by Prof. Dr. Matthias Book
(Software Engineering,
University of Iceland)

> Supported by Software
Engineering & testing expert
Prof. Dr. Helmut Neukirchen
(University of Iceland)
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Real-World Canvas HPC Systems Engineering E3() Iteraction Room

in the Interaction Room

—

Matthias Book il

‘ s . ; L
with Morris Riedel, Julich Supercomputing Centre / Uol g,‘rsg‘ﬁs i’::;f :,SLL:,::J:::::,Z.WM pr—
and Helmut Neukirchen, University of Iceland W

SBAURD) 81Mo8)yoly //

Decomposition Canvas

Book, M., Riedel, M., Neukirchen, H., Goetz, M.: Facilitating Collaboration in High-Performance Computing Projects with an
Interaction Room, in conference proceedings of the 4th ACM SIGPLAN International Workshop on Software Engineering for
Parallel Systems (SEPS 2017), October 22-27, 2017, Vancouver, Canada
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