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Scientific Big Data Analytics — Context JSC
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Data Analytics — Term Clarification

‘Data Analytics’ is an ‘interesting mix’ of different approaches
“ Analytics: Whole methodology; Analysis: data investigation process itself
" ‘Big’ requires scalable processing methods and underlying infrastructure
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Data Analytics — Research Key Focus
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Data Analytics — Selected Research Expertise

Key expertise making algorithms parallel & scalable for ‘big data’

" Driven by scientific and engineering cases, e.g. understanding the human
brain, remote sensing applications, marine measurements analysis, ...

" Example: Clustering, e.g. Density-based Spatial Clustering of Applications
with Noise (DBSCAN)

“ Example: Classification, e.g. Support Vector Machines (SVMs)
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