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Motivation (1)
 Establish ‘trusted user experiences’ like a ‘dropbox 4 science’

 ‘organized simple 
broad sharing’
(‘ScienceTube’)

 ‘smart 
transfer to & 
from computing’

 ‘trusted
replication’

? ‘trusted & simple
ad-hoc data sharing
with limited number of
researchers (‘Dropbox’) ‘metadata

management’
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Motivation (2)
 Enables easy and ad-hoc

(temporary) sharing 
of research data
 Circulate data among a 

couple of research colleagues
 Access also for non EUDAT
 Synchronization of data

 Offers a seamless transition to the 
‘EUDAT registered domain’ of data
 Publicly usable open locations
 Stored only optionally for a long-term period

‘Design Phase: 
Figure not 
confirmed yet’
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Goals of the ‘EUBOX Task Force’
 Exploring solutions towards an EUDAT EUBOX service

 Major goal ‘User experience is key to the acceptance of the service’

 Documenting use cases from user communities
 Identify derived requirements and constraints

 Analysing various existing programs
 Gather lessons learned from (test) deployments
 Comparison matrix with required product features

 Choosing technology/technologies 
 Recommendations that fit user communities best

our
process

where 
we are
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Selected Community Requirements
 ‘Some research organizations 

do not allow dropbox’
(e.g. German research 
organization Max Planck)
 Trust issues, but an alternative 

must be as mature as dropbox

 ‘Simple, secure, and sound’
 Usable also with mobile devices

 ‘Trusted Access & Sharing’
 Bi-drectional data synchronization
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Selected Service Provider Requirements
 ‘load balancing meaning 

distributed instances can be 
load balanced across centers’

 ‘scalable meaning additional 
nodes with backend storage 
can be added after time’

 ‘we need to be able to make a 
EUDAT  or even user
community branding of
the visible service elements’
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Selected Use Case
 Earth Plate Observatory System (EPOS)

1. INGV center records data (seimic, GPS, etc.) 
2. Real-time seismological data is gathered in 

different data centers (e.g., Rome, Ancona, Grottaminarda,...) 
3. Data gathering for different parts of the Italian peninsula in parallel
4. The data acquired by the different data centers are basically different 
5. But there is some ‘seismic station redundancy’ among data centers
6. The archive is centralised in Rome@INGV and the data gathered 

in the other centers must be replicated here for the long-term
7. For one common/overlap area where all the data are stored temporarily 

for a buffer of say 1 to 10 days it would enable to make all the 
quality checks before final archiving with all the data handy

 Temporary storing Research data for quality checks (e.g. ingest gap data)
 After (manual) checks the research data can be stored permanently

one
process
of many
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Comparisons to SimpleStore Service
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Candidate Technologies & Evaluations (1)

 General Evaluations (versions, license, etc.)
 Categories: deployment, access, reliability, additionals 
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Candidate Technologies & Evaluations (2)
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Experimental Setup Example

‘entering
production
ready status
@ RZG‘
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Summary
 Requirements for EUBOX service are good understood

 Stable and mature technology  otherwise no alternative to Dropbox
 Security is a key issue and the ‘entry barrier’ needs to be low

 Evaluation of candidate technologies takes some time
 We have to limit the amount of technologies to expertise/partners
 Expand current candidate technologies: e.g. openstack

 Entering validation phases for choosing technologies
 E.g. get ‘hundreds of small files’ into the system (‘measurements’)
 E.g. share a ‘big data file’ among colleagutes in the system
 Example use cases around document exchanges

expected to work very well  but research data different
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