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The Definition of ‘e-Science’ iE oo
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[9] J. Taylor: ‘e-Science is about collaboration
in science and the next generation
infrastructure that enable it’

e-Science:
multi-disciplinary an

new kinds of collaboration
in key areas of science enhanced
Science
(e-Science)
e-Scientists
science — scientific innovation — understanding of earth fundamentals
Science
in context
pillar 1. Pillar 111 Rillar 11 of three
Theory Eomputa?ional:rechniques Experiment Fundamental
(models) (simulation) {laboratory) pillars
=) -
experimental i
e theoretical p— contributing
scientist \%e— to
. . scientific
g,.‘%‘;' theories computational scientific Innovation
s &laws scientist data today
a . a Next Generation Infrastructures :_.' e-Science
“ advanced (Data + KnowHow + Resource Sharing ?r:s:t'hodss:".’ infrastructures
tools & devices +well interconnected resources)
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e-Science Application Enabling iR B
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/ Middleware Services in EGEE/EGI \ /M|dd|eware Services in NAREGI,-'RENKEN

(i)
i [ Traditionally
g N [ | HTC-driven
u e-Science
Infrastructures
g
)
‘.". /
t"‘
(i)
Traditionally
HPC-driven
e-Science
Infrastructures
\Middleware Services in DEISA/PRACE ) \Middleware Services in TeraGridf)(SEDly pa]
CH g
¢ A:%: ]
Legend: i Data Resource | Compute Resource B services in middleware - Different couplings no':
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Dlgltal Agenda

10011001 10(

for Europe

[1] Digital Agenda for Europe Q.
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e-Science Application Enabling i fa B
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Middleware Services in EGEE/EGI Middleware Services in NAREGI/RENKEI

(i)
i [ Traditionally
[ | HTC-driven
n e-science
Infrastructures

(ii)
Traditionally
HPC-driven

e-science
Infrastructures

Middleware Services in TeraGrid,-')(SEDE/

Legend: i Data Resource || Compute Resource B services in middleware Individual Infrastructures
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10.000 ft Perspective iEraE
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-y g

other scientific
software tools

CRER RESSEATE 3 TECHMICAL PLANS

PEVILOPRENT AND TEST riawg

PRODUCTION
CYCLE
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Present Key Achievements IERA
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* Middleware jointly developed & maintained

* Release process harmonized with policies

* Open Standards adoption increased & refined
* Implement several ways for sustainability

o Y

DEVELOPMENT
TESTING
CERTIFICATION
VALIDATION
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APEL client John Gordon
AR CF Navird Camernn
14 dCache

15 CERN Data
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Christian Bernardt

Oliver Keeble
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18 Logging and
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20 SAGA-SD-RAL

Zdenek Susir

Andrea Ceccant]

Antony Wilson

21 UNICORE Security

Krzysziof

22 UNICORE Container

Benedyczak

Bernd Schuller

23 UNICORE Services

Bernd Schuller

: 24 UNICORE Clients

Bjorn Hagemeier

25 EMIR

26 EMI Messaging

Shiraz Memon

Lionel Cons

27 EMI Common

28 EMIcanl

29 W

/IMS
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AMGA, AMGA manager
APEL parsers and publishers

A-RFY nridfin inhnlunin interfare Infonrwviders CF-Carhe CF-afaninn | RMS modnles lanitnr

dcache (server and clients)
FTS, DPM, LFC, GFAL/lcg_util

SioRM SE

gridsite, gLite-gsoap/gss. glite-proxyrenewal

L&B server and clients

VOIS, VONIS-Admin
RAL-SAGA-SD including SAGA-SD and SAGA-ISN
UNICORE Gateway, XUUDB, UVOS,

UNICORE Services Environment (USE) including WSRFLite, Security Libs, XACML PDP, AP
TS, Registry, UNICORE/X including XNJS, UAS-C, U-BES, U-EMIEX, U-CIP, UAS-D

UCC, UNICORE internal client libs, HILA

EMI Service Registry

EMI Messaging layer

EMI-UI, EMI-WN, gLite-yaim-core, Torgue server config, Torque WHN config, emi-nagios
Common Library for Authentication

Workload Management Service
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ARC CE Added Value ﬁE

e Used to submit and manage a wide range of
applications running on computational
resources of DCls

HL

Client Side Server Side

L
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Module @1
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WS ARC Adaptor
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* Use the ARC CE as a light-weight system to execute applications
across geographically distributed computing services and their
underlying resources

» Take advantage of a client/server architecture that implements the
functionality of a Computing Element (CE) accessing a wide variety of
available batch systems

* Interoperate with other EMI services by using the EMI Execution
Service via a SOAP-based Web service Interface

EMI INFSO-RI-261611
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 Used to submit
and mana ge "iser's DN VO and other 8 resvet e s
metadata from the user proxy (submit/cancel/status...)
applications

CREAM CE Added Value U377

certificate and forwards
them to CREAM

JniManager has an
internal logic: e.g. fa
cancel immediately
. follows a submit, CREAM pushes
CREAM creates the submission the command
r u n n I n g O n an Object lea's auncenen) into a cache
Command ~

DCIl resources

Before every modification/insertion to the

“CMD cache”, journal Manager logs the
changes to a binary journal file. It is read
to recover the cache status after a crash

pipeline

Thread Pool

CREAM Abstract
connector
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CREAM CE Features E?@
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* Use the CREAM CE as a powerful system to execute applications
across geographically distributed computing services and their
underlying resources

» Take advantage of a client/server architecture that implements the
functionality of a Computing Element (CE) accessing a wide variety
of available batch systems

* Interoperate with other EMI services by using the EMI Execution
Service via a SOAP-based Web service Interface

* A C++ based Command Line Interface (CLI) is available and other
clients can be easily created

* CREAM provides hooks for accounting and offers data-staging
functionality

EMI INFSO-RI-261611
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UNICORE Added Value U f

e Used to submit

and manage ?

applications |

optimized

for HPC
? “}

URC
Eclipse-based
Rich client

HiLA .
Programming Jt
APl

UNICORE
Atomic
Services

UNICORE
Atomic
Services

UNICORE

X - 1
NJS - Site WS-RF
hosting
environment

UNICORE =
WS-RF XNJS - Site 2
hosting

environment

sOTWARE

@il

00
’ar‘éf

Target System Interface ~ Site 2
Local RMS (e.g. Torque. LL, LSF, etc.)

Sy = B o @
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UNICORE Features E?@
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e Use the UNICORE system as a powerful system to execute
applications across geographically distributed
computing services and their underlying resources

* Take advantage of a three-tier architecture that implements the
functionality of a Computing Element (CE)
accessing a wide variety (~13) of available batch systems

* Benefit from the maturity and reliability of accessing medium and
large-scale HPC resources with key characteristics since ~15 years

* Deploy a solution that is specifically optimized for sensitive security
environments that have less impact on site security policies

EMI INFSO-RI-261611
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dCache Added Value QE

e Used to store data in a distributed fashion
without end-users being aware where their
data is stored (‘transparency’)

Storage Element (LCG)

GRIS
Wide Area dCache

I Storage Resource Mgr. I

HL

Resilient Cache

FTP Server (CSI, Kerberos
Basic Cache System r e sbers) l

I dCap Client l I(GSI. Kerberous) dCap S(‘rvtﬂ

- dCache Core HSM Adapter
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dCache Features i 5
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27/03/2012 2" EMI Technical Conference, Munich 20

Use the dCache SE as a service in order to transparently provide
access to disk-based

Storage systems as well as tertiary storage (e.g. tapes) known for
better cost-efficiency

Take advantage of a strong client/server architecture that implements
the functionality of a Storage Element (SE) offering a variety of access
protocols (e.g. POSIX, etc.)

Migrate data from one resource to another without affecting end-
users

Interoperate with other EMI storage services by using the Storage
Resource Manager (SRM) 2.2 standard as Web service Interface or
the HTTP-based WebDAYV standard

EMI INFSO-RI-261611



StoRM Added Value IERA

J
* Used to store data =)
and information in different =~~~ Tesoci
underlying disk-based | Frontend ]
storage systems —r
— One standard interface: SRM S
Backnd
SV 4 o
% i ﬂ

. G = FS Lustre
* ', ext3
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* Use the StoRM SE as a service that is specifically optimized for
(parallel) disk-based storage systems such as the General Parallel File
System (GPFS) or Lustre

» Take advantage of a strong client/server architecture that implements
the functionality of a Storage Element (SE) offering a variety of access
protocols (e.g. POSIX, etc.)

* Provide a stable storage interface with StoRM to end-users while the
underlying file system and/or storage system might change over time

* Interoperate with other EMI storage services by using the Storage
Resource Manager Open Grid Forum (SRM) 2.2 standard as Web
service Interface

* The modular architecture decouples StoRM from the different
underlying file systems

EMI INFSO-RI-261611
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DPM Added Value EERAE
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L

e Lightweight storage solution for DCI sites
offering a simple way to create disk-based
Grid storage elements and their management

HEAD NODE
e amesa T, N
= | ‘ s ) (o ) [ ) (ot} o)

RFIO
CLIENT(s) XROOT
HTTP / \
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* Use the DPM SE as a lightweight service in order to transparently
provide access to disk-based storage systems (easy installation)

* Install a client/server architecture that support many protocols for
file access such as Remote File Input/Output (RFIO), XROOT, HTTP,
GridFTP, and NSF4.1

* Interoperate with other EMI storage services by using the Storage
Resource Manager (SRM) 2.2 standard

* Take advantage of a system focuses on manageability such as ease of
installation and configuration as well as low effort of maintenance

* Leverage all the required functionality for your grid storage solution
including support for multiple disk server nodes, different space
types or multiple file replicas in disk pools

EMI INFSO-RI-261611
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EMIR Added Value
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* Provide high robustness, scalability and
performance registry using a federated model
(with no centralized, single entry point)

. m '
vel —
\-\

Global Leve
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EMIR Features i 5
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* Use EMIR ReSTful interface to register and query the services

* Employ flexible, standardized and expressive information model to
represent the services (GLUE2 information model)

* Setup authorization and access control with XACML policies or ACLs

* Write easy your own clients to interact with the service
(WADL available)

EMI INFSO-RI-261611
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VOMS Added Value ﬁE

e Attribute Authority (AA) releasing signed

HL

i
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security credentials with information beyond

pure identities (roles, groups, project, etc.)

VOMS CORE service ’_‘-ﬁ\

VOMS ADMIN service

GSli connection

WSDL

AP|
{C++, C, Java}

SOAP over HTTPS

VOMS ADMIN
WEB INTERFACE

VOMS ADMIN
CLIENT

VOMS CORE
CLIENT

10/10/2012 e-Science Conference 2012, Chicago
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VOMS Features iE o
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* Use VOMS as an AA server to obtain signed security credentials with
attributes of end-users (e.g. role possession, group/project
membership) used during authorization

» Take advantage of a client/server architecture that is able to store
identities and manage them in hierarchical groups

* Access and easily configure VOMS using its complementary
voms-admin tool

* Interoperate by using the Security Assertion Markup Language
(SAML) 2.0 standard via SOAP-based Web service interfaces or X.509
Attribute Certificates

* Engage in being among the first users that take advantage of the
new Representational State Transfer (REST) VOMS interface

EMI INFSO-RI-261611
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UVOS Added Value EE

e Attribute Authority (AA) releasing signed
security credentials with information beyond
pure identities (roles, groups, project, etc.)

HL

Get owned attributes
in a signed form.
User can select which. J

Grid node

(e.g. Unicore/X) Grid User
J
3' -
Local user db
(e.g. XUUDB)
Get user's g
UNIX login g
OPTIONAL g
o
3
z
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* Use UVOS as an AA server to obtain signed security credentials with
attributes of end-users (e.g. role possession, group/project
membership) used during authorization

» Take advantage of a client/server architecture that is able store
identities and other identifiable servers and organize them in
hierarchical groups if needed

* Access and configure UVOS using its client and a lightweight VO
authentication Web component optimized for a usage within
browsers

* Interoperate with other services by using the Security Assertion
Markup Language (SAML) 2.0 standard via SOAP-based Web service
interfaces

EMI INFSO-RI-261611
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ARGUS Added Value ERAE
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Request Authorization
and Enforce Decision
Argus Node
Evaluate
Authorization -
Requests §
. _ 8
Retrieve 3
Administration |<— Policies Point (PDP) Java 3
(XACML) Client
Java API| Application
Edit -
Policy F
o
PAP Authorization Request
Al (SOAP XACML) Appiication §
Tool E
=
~
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ARGUS Features Ak
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!

* Use ARGUS as a system to render consistent authorization decisions
across geographically distributed services (computing, data, portals,
etc.)

» Take advantage of a client/server architecture that implements the
functionality of a Policy Enforcement Point (PEP)

* Manage policies through a Policy Administration Point (PAP) and its
admin tool

* Interoperate with other services by using the Extensible Access
Control Markup Language (XACML) standard via a SOAP-based Web
service Interface

EMI INFSO-RI-261611
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Check out the

EMI FactSheets Available
A
) factsheets

UNICORE VO Service (UVOS) FactShe
Farsion: 18
-
R 7 of EMI products,

1k
HE Dae 1112010
Project www en-omi en

Europesn Mddieware InSative
Background
Dismibued Computing Infasoucnzes (DCls) require products to epable the release of
dectyty mformaton eacoded m secunty ¢n
European Middleware Initi

secunty amibutes aloagude
. Bﬂmﬂnmpﬂlmdmnhmmufm' xformanon. dsta and
-ompure used by msermanomal DCls
UVOS i an EM] product of e secusity asea represeating an Attibule Authority

.
tMdel releases nigned secunity credentiak: wath mformanen bevond pure idennity
Use UVOS 25 an AA server to obeain signad secunity credentials with anributes of
m UNICORE Cateway Factsheet miply instences of
service (povmbiey otre o
Custam koad-balancing pokcies)

Features
. Us . .
end-users (e g 1ole possession. moup project membersiup) wed durag nthorization
o Take advantage of a chent'server architecthare that is able store identities and other
sdentifiable servers and organize them i hierarchical groups if needed
*  Acvess and configure UVOS using s client and 2 ightweight VO authentication Web . =
aroun
compenent optnmzed for 2 uzage within brower: pcitian S
v o wngle entry
+ Intesoperate with other semices by umng the Security Assertion Markup Language UNICORE Cateway Face N potly  Short Description
T
(SAML) 2 0 standard via SOAP-based Web service inerfaces Sactgrovad - — " Gy
. © User has the impression of i e
5 - . e e oy ey Srwte hest Bitoehest 72200
Techaical Short Description of UVOS distribusted amorg i Ietpaty servicms) vkl * Performs instial  suthen
o (/Cor and Java applications cam wse UVOS im order to obtain security credentials emal ey natwork  + Metwork  administretor hes & checks and lormard messages te
owned amibaze: by end-wer) taking advantage of two dEfferent * i By vty e ome port 1 the Arewad SN SSrveey
®  The ‘pull sum 12 Sansparest for end-wsers smce Crad nodes can be configured § - sorvices of & grven sty M Gnd —— e to tuel otheg)
to work with UVOS without requing a mamul interacson :'"“"Wv--» o T G e
* The ‘push’ mechamizn imvolves the end-users 0 that they can choose the credenial * ey esan ey Festures oteway posbie via mipr ol
they peed for 3 parncnla resouce (e 2 diferent allocated projects Som sams war) e Ty ¢ Dol e o e Gur .
servaces of & grven s services (as seen by the chent
on physicel ] ) "
UVOS Usage Mechanisms Overview (*pull” left: ‘push’ right) P Lyl ULs o el Afchitectural Overview
- = Enable dynamc btion
R Dot Pyl services watn UNCORE G o 2 .
on physical ~ g e intevnal  complent - .
Sl g i | -@
o Fasy install Gatewey  from .
or

¢ Enable dynamec ey

. w-th Ueco Sources

10 redixe  intornal| (Maverviave)
offer searmigs; e

= e
e R

T PO vergrorr e
ounioad as part of curmeng

[8] EMI Web Page

Dowuload and availability
* EMI Product UVOS - Version
¢ Dowulsad UVOS part 1 (Kebmekaise) Release

enusoft web
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CAB: Change Advisory Board
PT: Product Team
RfC: Request for Change

Users
(EGI, DCls, VRCs)
Release Manager
&
|
support
requests
- Prioritze Development Release
Open AKX maintenance and Certification
RfCs — work Testing L
GGUS s & ‘(

Support Unit

g RIC ) Prioritized Release S Certified
trackers ‘ RiCs Candidate Release
PT

of
CAB PT QC

Open RfCs
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Update:
STS Service
adopts
WS-Trust
GridFTP -
(not GSI) . i
L OpenGridForum)
NFS
4.1/pNFS
OGSA-
OASIS 3|
POSIX/IO
SAGA-
ISN
SAML
SRM
UR
(Compute)
UR
(Storage) [8] EMI Web
WebDAV Page g
e
WSRF ':
=
XACML 8
z
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Use Case: EGI&WLCG in HEP (1)

[E A B
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,]£ EMI Product Clients -‘@5"5[" Job Description Grid
(e.g. CREAM or ARC and dCache) = (e Creation Entity Clients
A
T A
Accessto | 1 Standardized access to LHC data repositories
HTC-oriented resources | - ———— 1
i
ia Grid
4 [ EGI/WLCG
[du.J_,a ] Infrastructures
|
A 4
Job - = =]
ob Description 7 3
= Management Ef)ﬂjar-'?'i?‘ g8 a HTTP L » L I Grid
Y ‘27 Interface <% Data-staging _I\‘_Jnterface _I\‘_)nterface Servers
CREAM/ARC ) DPM dCache
J I
| FEETT )
manages jobs data-stagings = = = automatic I manual
- 9ing | data transfers 1 data transfers
- - .
e
:\,.Z/ . Data resource
|

fld'r:lm‘

Job sanc!!t)x

LT

HTC-based Grid resource

[s

Data resource

-

-

3

&

Legend: -GPUs/ cores %compure jobs a component :‘:.‘, standard D Job Description i Data 2_-‘)

E
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Use Case: EGI&WLCG in HEP (2) @)
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Use Case 1.0 WLCG — HEP Community
Description The goal of this use case is to achieve transparent access to

EMI Product Usage Description

ARC-CE The ARC-CE is used to submit and manage computational
References activities on the EGI infrastructure with WLCG resources and is
Actors particularly often used by the Nordic HEP community.
Prerequisites  (Deg BDIT The BDII 15 used to obtain resource information of the WLCG
Assumptions community available within the EGI mfrastructure.

CREAM-CE The CREAM-CE 1s used to submit and manage computational

activities on the EGI infrastructure with WLCG resources.

dCache The dCache product 1s used to access and manage data storage

Steps systems used for experimental data and for analysis results.

DPM The DPM product 1s used to access and manage data storage
systems used for experimental data and for analysis results.

StoRM The StoRM product is used to provide transparent access to
parallel file systems (e.g. GPFS) and 1s used with experimental

- . data and analysis results.
Variations {optional) i

FOMS The VOMS product 1s used to release signed security attributes

uality Artributes h R N T .
Qualit mcluding role possession and VO/project membership

Non-functional (opti  WMS The WMS product is used as a broker for computing resources
available to the WLCG — HEP community and forwards job

Issnes o .
submissions to the corresponding resources.

EMI INFSO-RI-261611
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Use Case: EGI Science Cases (1) iE Fo
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Stories from the grid

‘Stories from the Grid' is a series of short films which explore how researchers from different scientific disciplines
are using cutting edge grid computing technology to advance their work.

Episode 1: The cone snail and the search for powerful new anaesthetics

&
Episode 2: Reviving the lost sounds of the epigonion
Episode 3: Hunting for the top quark in the Large Hadron Collider

[4] EGI Science Cases

Ashol

create
grid a
be the

The epi
for ceﬁ:Marcel Vreeswijk and Hurng-Chun Lee from NIKHEF (the Dutch National Institute for Subatomic Physics) are
Using a studying a particle called the top quark created by the Large Hadron Collider (LHC) - the world's largest scientific
strings (instrument.

justafe
downlo,

Particle physicists use the LHC to study variations from the Standard Model and potentially discover new laws of
physics, governing everything from dark matter to extra dimensions. The particle known as the top quark is a
window into this weird and wonderful world.

In this short film, Marcel and Hurng-Chun describe their study and explain how customised grid computing
workflows are key to filtering and sieving massive sets of data down to a manageable size. Without these toals, it
would be impossible to pick out the key results that could hold the clues to top quark behaviour.

EMI INFSO-RI-261611
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Use Case: EGI Science Cases (2) @3

Sto d... Stor'ieé f;on‘-;:hge grid...
EARTH SCIENCE

LIFE SCIENCE o

life sciences

=1

[5] EGI Science
Stories

e-infrastructure H

& 2.
A | eal

EMI INFSO-RI-261611

10/10/2012 e-Science Conference 2012, Chicago




Use Case: PRACE (1) Ak
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Use Case: PRACE (2) Ak
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Use Case 2.0 PRACE — Multi-Disciplinary Science Using HPC

Description The goal of tlus use case 1s to achieve transparent access to
geographically disperse large-scale HPC resources part of the
PRACE infrastructure.

References Partnership for Advanced Computing in Europe (PRACE) [3]
Actors Multi-disciplinary scientists

Prerequisites  (Dependencies) & The following resources and products must be available:

A it .
Ssumprions *  Computational HPC resources
*  EMI products for distributed computing
*  Parallel file systems (for data storage/access)
s Resource Management Svstems (aka batch sub-svstems)
EMI Product Usage Description
UNICORE UNICORE is used to submit and manage computational activities
Steps on the PRACE nfrastructure with large-scale HPC resources and
is particularly often used with scientific code that takes advantage
of parallel computing methods (e.g. OpenMP, MPL etc.).
simulation code on large-scale HPC resources
Variations (optional) none
Quality Attributes Reliabality of the muddleware: high-level of security (not full in-
personification of users working on behalf of others): local access
control
Non-functional (oprional) Interoperability with US  activities in  particular  with
TeraGrid/XSEDE: Interoperability with EGI for parameter sweep
studies or smaller HTC-based evaluation runs;
Issues Easier access to resources (security). advance reservation

functionality
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Use Case: PRACE (3) iE o
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Use Case 3.0 EUFORIA - Fusion Science Community

Description The goal of this use case is to achieve transparent access to
geographically disperse large-scale HTC and HPC resources part
of the EGI and PRACE nfrastructure.

References EU Fusion for Iter Applications Project (EUFORIA) [4]
Actors Fusion scientists

Prerequisites  (Dependencies) & The following resources and products must be available:

A i .
ssumptions + KEPLER Workflow engine
- T EDT TR A ntmes Ffae TUAT A fcdA arvrnea
EMI Product Usage Description
CREAM-CE The CREAM-CE is used to submit and manage computational
activities on the EGI infrastructure with fusion codes designed to
take advantage of HTC resources.
S UNICORE A UNICORE KEPLER actor 15 used to submit and manage
Ps computational activities on the PRACE mnfrastructure with large-
scale HPC resources used with scientific fusion codes that take
advantage of parallel computing methods (e.g. OpenMP, MPL
etc.).
VOMS The VOMS product i1s used to release signed security attributes
Variations (optional) including role possession and VO/project membership
Quality Attributes Maturity of the muddleware since it is adopted in another
workflow-based framework (1.e. KEPLER)
Non-functional (optional) Interoperability between middleware products to decrease the
amount of different KEPLER. actors needed to be maimntamed:;
Issues Easier access to resources (security);
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Use Case: VPH (1)
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Use Case 4.0 VPH - Bio-Medical Science Community

Description The goal of this use case i1s to achieve transparent access to
geographically disperse large-scale HPC resources part of the
PRACE nfrastructure.

References Virtual Physiological Human (VPH) Network of Excellence [5]

Actors Bio-medical scientists

Prerequisites  (Dependencies) & The following resources and products must be available:

Assumptions . . .
P *  Application Hosting Environment (AHE)
s HPC Computational resources
Assumption that bio-medical scientists have a wide variety of
scientific codes to run using parallel computing methods.
Steps 1. Bio-medical scientists use AHE with a scientific code
EMI Product Usage Description
UNICORE A UNICORE VPH adapter 1s used within the AHE to submit and
manage computational activities on the PRACE infrastructure with
Variations (optional) large-scale HPC resources used with scientific codes that take
advantage of parallel computing methods (e.g. OpenMP, MPI,
Ouality Antributes etc.).
tramework (1.e. AHE Client)
Non-functional (optional) Interoperability between middleware products to decrease the
amount of different AHE maddleware adapters needed to be
maintained:
Issues Easter access to fesources (security). support for advance

reservation nuddleware capability
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Many other use cases in e-Science

1
N
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* NeuroScience Community: NeuGrid4You et al.

e Structural Biology: WeNMR et al.

* OSG deploys several EMI products I
—VOMS, VOMS-Admin, etc.

* XSEDE is starting deploying UNICORE E
* YOUR USE CASE!

— Get in contact with m.riedel@fz-juelich.de

—Perform ‘Application Enabling” with YOUR l’.,-m
specific scientific/business needs with us ﬂ
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A Business Case: dCore

N
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EUROPEAN Ml

* The DCore Holding

* DCore Systems SA is a private holding
based in Luxembourg with headquarters in
Geneva

* [t is supported by a group of private
investors and funds

[2] dCore Systems D@Kt
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'dCore Business Model EME
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dCore and EMI iE Fo
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Lessons Learned Ak
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Lessons Learned

* EMI products are used in e-Science

Fﬁ :
3

— Applications from various disciplines
— e-Infrastructures such as EGI, PRACE, XSEDE, OSG
» e-Science Application Enabling is important
— Really working together with e-Scientists together
— ‘Consulting’ to end users to use technology needed
* Develop & Promote re-usable Components

— Break ‘atomic middleware’ in re-usable components

— Easier uptake from the non experts and commeruals

EMI INFSO-RI-
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