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Modelling the Problem Space

4



e-Science Infrastructure Fundamental Concepts

5[2] Foster et al., The Anatomy of the Grid, 2003 [3] Foster et al., The Physiology of the Grid,  2003



e-Science & Fundamental Science pillars

6[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



Interoperability Problem & Challenges

7[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



e-Science Applications

8[4] Riedel et al., Classification of Different Approaches for e-Science Applications in Next Generation Computing Infrastructures, 2008



Tighly Coupled Clusters of Middleware & Services

9[4] Riedel et al., Riedel et al., Towards Individually Formed Computing Infrastructures, 2010



Optimal Solution: Individual Infrastructures

10[4] Riedel et al., Riedel et al., Towards Individually Formed Computing Infrastructures, 2010



Limited Adoption of OGSA & Research Question

Th i iti l f d l thThe initial reference model was the 
Open Grid Services Architecture (OGSA) 

Aimed to promote interoperabilityp p y

Production e-Science Infrastructure Adoptions
A d i l i f i i i 24/ ‘ d i ’ i f

[6] Foster et al., The Open Grid Services Architecture, 2005

Academic analysis of situation in 24/7 ‘production’ infrastructures
Interoperability in practice: Grid Interoperation Now
Slow adoption in production e-Science Infrastructuresp p
OGSA did not yet achieved a common basis for middleware

[5] Riedel and E. Laure et al., Interoperation of World-Wide Production e-Science Infrastructures, 2009

Research Question
’How a reference model for a network of interoperable services in’How a reference model for a network of interoperable services in

11

How a reference model for a network of interoperable services in How a reference model for a network of interoperable services in 
production eproduction e--Science infrastructures can be defined’Science infrastructures can be defined’



Related Work
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Tranformation Logic Approaches

Client Layer Approach Neutral Bridge Approach Gateway Approach
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Mediator Approach Adapter Approach Middleware Co-Existence

[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



Open Standard Specifications & Profiles

14[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009



Reference Model Methods

15[7] OASIS, Reference Model for Service Oriented Architecture 1.0,  2006



Lessons Learned from ISO/OSI Reference Model

Not much experience on the subjectNot much experience on the subject
‘However the downside of ISO/OSI is worth mentioning, as the designers did not have much experience with the subject and did 
not have a good idea of which functionality to put in which layer [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Difference between theory and practice
‘…things did not turn out that way’ … it appears that the standard OSI protocols got crushed [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Don’t neglect existing work in the fieldg g
‘When OSI came around, they did not want to support a second protocol stack until they forced
to, so there were no initial offerings ... OSI never happened [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Too broad and too complex
‘the choice of seven layers was more political than technical ... The OSI model, along with the associated service definitions and 
protocols, is extraordinary complex [2].’
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[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms



Lessons Learned from TCP/IP ‘Reference Model’

Use of established protocolsp
‘The protocols came first, and the model was essentially just a description of the existing protocols [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Improve existing protocols – not create completely new ones
‘…first implementations of TCP/IP was part of Berkeley UNIX and was quite good (not to mention, free). People began using it 
quickly, which led to a large user community, which led to improvements, which led to an even larger community [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

But focusing on practice and production brings some critics: not usable for many other setups

‘’TCP/IP d l i t t ll l d i l it d t d ibi‘’TCP/IP model is not at all general and is poorly suited to describing any 
protocol stack other than TCP/IP’ [2].’

[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms
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Comparison OGSA & ISO/OSI Refrence Models

Not much experience on the subject
‘However the downside of ISO/OSI is worth mentioning, as the designers did not have much experience with the subject and did 
not have a good idea of which functionality to put in which layer [2].’
[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

OGSA C d i h h G id i i d 1999 did h d h i ?OGSA C d i h h G id i i d 1999 did h d h i ?OGSA Concepts started with the Grid computing time around 1999… did we had much experience?OGSA Concepts started with the Grid computing time around 1999… did we had much experience?

Difference between theory and practice
‘…things did not turn out that way’ … it appears that the standard OSI protocols got crushed [2].’
[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Do we have a fully ‘OGSADo we have a fully ‘OGSA--compliant’ Grid infrastructure today somewhere?compliant’ Grid infrastructure today somewhere?

Too broad and too complex
‘th h i f l liti l th t h i l Th OSI d l l ith th i t d i d fi iti d‘the choice of seven layers was more political than technical ... The OSI model, along with the associated service definitions and 
protocols, is extraordinary complex [2].’
[10] A.S. Tanenbaum et al. - Distributed Systems – Principles and Paradigms

Looks OGSA too broad and abstract? SLA services, Monitoring & Analytics services, License & sensor services,... Where are Looks OGSA too broad and abstract? SLA services, Monitoring & Analytics services, License & sensor services,... Where are 
concrete details about key areas data, security, information, and compute?concrete details about key areas data, security, information, and compute?

18
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Relevant Factors & Indicators for Thesis

19[8] Riedel, e-Science Infrastructure Interoperability Guide – The seven steps towards interoperability in e-science, 2010



Survey of Existing Approaches

OGSA

EGA

CCA

CSA

CPNCPN

RM-ODP

20[3] Riedel, e-Science Infrastructure Interoperability Guide – The seven steps towards interoperability in e-science, 2010



Survey of Existing Approaches

21[8] Riedel, e-Science Infrastructure Interoperability Guide – The seven steps towards interoperability in e-science, 2010



Thesis Contributions: Derived Requirements

22



Derived Requirements Overview (1)
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Derived Requirements Overview (2)

24



Derived Requirements Overview (3)
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Thesis Contributions: Reference Model & Architecture
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Reference Model Level
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Abstract Reference Model Entities
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Reference Architecture Level
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Reference Architecture Inspired by TCP/IP Success
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Reference Architecture Level
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Reference Architecture including ‘Missing Concepts’
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Reference Architecture At a Glance
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Infrastructure Interoperability Reference Model (IIRM)

[11] Riedel et al., Improvements of Common Open Grid 
Standards to Increase High Throughput and HighStandards to Increase High Throughput and High 
Performance Computing Effectiveness on Large-scale 
Grid and e-Science Infrastructures

[12] Riedel et al, Concepts and Design of an 
Interoperability Reference Model for Scientific- and 

34
[13] Riedel et al., Towards Individually 
Formed Computing Infrastructures, 2010

p y
Grid Computing Infrastructures



Thesis Contributions: Seven Segment-based Process
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Associated Process for Sustained Interoperability
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Seven Segment-based Process in a Nutshell

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009

[8] Riedel, e-Science Infrastructure 
Interoperability Guide – The seven steps 
towards interoperability in e-science, 2010
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Thesis Contributions: Academic Case Studies
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SOA Implementation for WISDOM
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Case Study WISDOM
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Case Study WISDOM Implementation
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SOA Implementation for VPH
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Case Study VPH
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Case Study VPH Implementation

44



SOA Implementation for EUFORIA
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Case Study EUFORIA
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Case Study EUFORIA Implementation
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Summary and Conclusions
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Summary &  Conclusions
Infrastructure Reference Model

Standards-based entities and relationships 
with ‘required refinements’
Cp: ISO/OSI TCP/IP, SGML XMLp
Bottom line: OGSA IIRM
Applied research and impact on e-science 
Infrastructures (e g EGI/PRACE)Infrastructures (e.g. EGI/PRACE)
Roadmap of EMI developments
Numerous standards improvements based 
on lessons learned & experienceon lessons learned & experience

Seven steps process towards e-Science 
Infrastructure Interoperability

Addresses ‘operational interoperability’ 
and ‘sustained interoperation’ issues

Accompanying Case Studies

49

Accompanying Case Studies
Practical field tests & reference 
implementations of IIRM concepts
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