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e-Science Infrastructures

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009

[8] Riedel and E. Laure et al., Interoperation of 
World-Wide Production e-Science 
Infrastructures, 2009
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Problem Space & Motivation
[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009

[2] Riedel et al., Towards Individually Formed Computing Infrastructures, 2010
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Related Work Approaches and the role of OGSA

[10] Riedel et al., Requirements of an e-Science Infrastructure Interoperability Reference Model, 2011

[11] OASIS Reference Model for SOAs, 2006
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Lessons learned from ISO/OSI and TCP/IP

[12] A. S. Tanenbaum. Computer Networks, 2002

ISO / OSI Reference Model… huge and rather theoretical impact only

• ‘… designers did not have much experience with the subject and did not have a good idea 
of which functionality to put in which layer’
• ‘… no thought was given to internetworking’
• ’… things did not turn out that way’
• ‘…it appears that the standard OSI protocols got crushed’
• ’…When OSI came around, they did not want to support a second protocol stack until they 
forced to, so there were no initial offerings... OSI never happened’
• ’… the choice of seven layers was more political than technical...
• ’…the OSI model, along with the associated service definitions and protocols, is 
extraordinary complex’
• ’… they are also difficult to implement and inefficient in operation’
• ’… the enormous complexity of the model and the protocols, it will come as no surprise 
that the initial implementations were huge, unwieldly, and slow’

TCP/IP Reference Model…Worldwide Internet Success and Impact

• ‘…the much more succesful history of the TCP/IP model was quite reverse to the ISO OSI
model. The protocols came first, and the model was really just a description of the existing
Protocols’

• ‘… good software engineering practice requires differentiating between the specification and its 
implementation, something that OSI does very carefully, and TCP/IP does not’

• ’… TCP/IP model is not at all general and is poorly suited to desribing any protocol stack other 
than TCP/IP

• ’… first implementations of TCP/IP was part of Berkeley UNIX and was quite good (not to 
mention, free). People began using it quickly, which led to a large user community, which led to 
improvements, which led to an even  larger community.’

Major Conclusions:
• Analogy ISO/OSI model and OGSA
•Major design decision for our reference model should be like TCP/IP
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Related Work & Reference Model Factors

OGSA

EGA

CCA

CSA

CPN

[3] Riedel, e-Science Infrastructure Interoperability Guide – The seven steps towards interoperability in e-science, 2010

RM-ODP
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Related Work & Tranformation Logic & Standards

Client Layer Approach Neutral Bridge Approach

Mediator Approach Adapter Approach Middleware Co-Existence

Gateway Approach

[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009
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Seven steps Process and Associated Reference Model

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009

[3] Riedel, e-Science Infrastructure 
Interoperability Guide – The seven steps 
towards interoperability in e-science, 2010
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Infrastructure Interoperability Reference Model (IIRM)

[2] Riedel et al., Towards Individually 
Formed Computing Infrastructures, 2010

[6] Riedel et al., Improvements of Common Open Grid 
Standards to Increase High Throughput and High 
Performance Computing Effectiveness on Large-scale 
Grid and e-Science Infrastructures

[8] Riedel et al, Concepts and Design of an 
Interoperability Reference Model for Scientific- and 
Grid Computing Infrastructures
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IIRM Global Information Invariant

[13] Riedel et al., e-Science Infrastructure Integration Invariants to Enable HTC and HPC Interoperability Applications
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IIRM Global Accounting Invariant

[13] Riedel et al., e-Science Infrastructure Integration Invariants to Enable HTC and HPC Interoperability Applications
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IIRM Global Authorization Attributes Invariant

[13] Riedel et al., e-Science Infrastructure Integration Invariants to Enable HTC and HPC Interoperability Applications
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Derived Concrete Architectures and Implementations

[11] OASIS Reference Model for SOAs, 2006

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009
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Academic & Practical Field Studies

[4] Riedel et al., 
Improving e-Science with 
Interoperability of the e-
Infrastructures EGEE and 
DEISA, 2008 [5] Riedel et al., Exploring the 

Potential of Using Multiple e-
Science Infrastructures with 
Emerging Open Standards-
based e-Health Research Tools

[3] Riedel, e-Science 
Infrastructure 
Interoperability Guide – The 
seven steps 
towards interoperability in e-
science, 2010

‚Design Pattern‘

[6]  M.S. Memon & Riedel et al., Lessons learned from jointly using 
HTC- and HPC-driven e-science infrastructures in Fusion Science
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Invariants in e-Science Application Context

[13] Riedel et al., e-Science Infrastructure Integration Invariants to Enable HTC and HPC Interoperability Applications
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Summary &  Conclusions
 Infrastructure Interop Reference Model

 Standards-based entities and 
relationships with ‘required refinements’

 Cp: ISO/OSI  TCP/IP, SGML  XML
 Bottom line: OGSA  IIRM
 Applied research and impact on real e-

science Infrastructures (EGI/PRACE)
 Roadmap of EMI developments
 Numerous standards improvements 

based on lessons learned & experience
 Seven steps process towards e-Science 

Infrastructure Interoperability
 Addresses ‘operational interoperability’ 

and ‘sustained interoperation’ issues
 Accompanying Case Studies

 Practical field tests & reference 
implementations of IIRM concepts
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