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e-Science Infrastructures

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009

[8] Riedel and E. Laure et al., Interoperation of 
World-Wide Production e-Science 
Infrastructures, 2009
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Problem Space & Motivation
[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009

[2] Riedel et al., Towards Individually Formed Computing Infrastructures, 2010
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Related Work & Tranformation Logic Criteria

Client Layer Approach Neutral Bridge Approach

Mediator Approach Adapter Approach Middleware Co-Existence

Gateway Approach

[1] Riedel et al., Research Advances by using Interoperable e-Science Infrastructures, 2009
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Related Work & Reference Model Metrics

OGSA

EGA

CCA

CSA

CPN

[3] Riedel, e-Science Infrastructure Interoperability Guide – The seven steps towards interoperability in e-science, 2010
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Contributions in a nutshell

[1] Riedel et al., Research Advances by using 
Interoperable e-Science Infrastructures, 2009

[3] Riedel, e-Science Infrastructure 
Interoperability Guide – The seven steps 
towards interoperability in e-science, 2010
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Infrastructure Interoperability Reference Model (IIRM)

[2] Riedel et al., Towards Individually 
Formed Computing Infrastructures, 2010

[6] Riedel et al., Improvements of Common Open Grid 
Standards to Increase High Throughput and High 
Performance Computing Effectiveness on Large-scale 
Grid and e-Science Infrastructures

[8] Riedel et al, Concepts and Design of an 
Interoperability Reference Model for Scientific- and 
Grid Computing Infrastructures
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Academic & Practical Field Studies

[4] Riedel et al., 
Improving e-Science with 
Interoperability of the e-
Infrastructures EGEE and 
DEISA, 2008 [5] Riedel et al., Exploring the 

Potential of Using Multiple e-
Science Infrastructures with 
Emerging Open Standards-
based e-Health Research Tools

[3] Riedel, e-Science 
Infrastructure 
Interoperability Guide – The 
seven steps 
towards interoperability in e-
science, 2010

‚Design Pattern‘

[6]  M.S. Memon & Riedel et al., Lessons learned from jointly using 
HTC- and HPC-driven e-science infrastructures in Fusion Science
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Summary &  Conclusions
 Infrastructure Reference Model

 Standards-based entities and 
relationships with ‘required refinements’

 Cp: ISO/OSI  TCP/IP, SGML  XML
 Bottom line: OGSA  IIRM
 Applied research and impact on real e-

science Infrastructures (EGI/PRACE)
 Roadmap of EMI developments
 Numerous standards improvements 

based on lessons learned & experience
 Seven steps process towards e-Science 

Infrastructure Interoperability
 Addresses ‘operational interoperability’ 

and ‘sustained interoperation’ issues
 Accompanying Case Studies

 Practical field tests & reference 
implementations of IIRM concepts
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