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Traditional Scientific Computing ope;ﬁ%,:fm

“Today, the natural sciences regard computational techniques
as a third pillar alongside experiment and theory’

1.
Computational
Techniques

[1] Lippert et al., Interview ‘Europe’s biggest supercomputer*




Enhanced Science (e-Science) opefe%.d;omm

‘e-Science is about global collaboration in key areas of science and the
next generation infrastructure that will enable it’

1.
Computational
Techniques
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[2] John Taylor, ‘The definition of e-science’ I




Production Grid Infrastructures open?,..d;mm
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Different Technologies opené%/?omm
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Different Approaches for e-Science,..cSsrorun

Input: Constant source Input: Initial locations of

Simulation parameters code sperm (then output of Runtine Optisns | Restrces | Defive utpun Fles

previous job run) Cparinn

C++ source-code:

- D, mecde (T
sizex 200 L{r Multi-Farticle-Collision N \nput: Updated posiions T el T
sizay 200 Dynamics (MPC) Put peatecp g s
sizez 30 Pracessars Prosessors per e

rodlength 100 5\ 3 per Wit
|=':;1‘ oy LooP Megabnes per Nods

secands

anull1 Grid job J DO-N.
Numberoffiuidparts e
7 submission

rho 10 numberofiluidgarts 12000000
o b numberofboxes 1200000
xyzpositions

. - 98,7601 132,594 27,1216 e . )
Grid Middleware UNICORE ' I a0 = [ Y ' Grid Middleware UNICORE

150,022 158378279989 A /| Grid Middleware UNICORE L,-
execution NS\ NS 172,708 47 4031 1.63943 = === i,—_ -

Inputfie Grid job submission s

with it plug-in v v
/ HTC Grid // HPC Grid /

Simple Scripts & Control Application Plug-ins

scientific | [+ E
visualization

—  Grid job submission
Bi-directional T w7 using UNICORE client
connection ¥
for
computational
stesring and
visualizatiop/ /T

query from descriptors. model results;
database: i conformatienal calculation building statistics
siructures space analys:s and
& toicity 2 prediction

data

complex scientific workflow defined in the UNICORE Rich Client

i ’
UNIC#RE L

Grid Middleware UNICORE

Grid job
submission £

workllow Grid Middleware UNICORE

capabilities VN N (hemomentum :.
oz e

in UNICORE Grid

Job Directory ~ W

® Grid Interoperability

Complex Workflows Interactive Access

[3] Riedel and Kranzimueller et al., WWW.ng.O rg
‘Classification of Different Approaches for e-Science Applications in Next Generation Computing Infrastructures *




Motivation for Interoperability openg?omm

10 www.ogf.org



M Otlvatl on OpenGrid |;':}FUHTI

Use different types of resources Unified access & single sign-on

Save computational time

Better load-balancing on rare & costly HPC resources

Combine resources for more Synergy in technology
realistic simulations development
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e-Health Use Case HTC/HPC

OpenGridForum

WISDOM

ligand data base

Initiative for grid-enabled drug discovery

[docking]

against neglected and emergent diseases

MD-simulation M

o

Structure
optimization

crystal structure

AUTODOCK

I
I
I
I
I
I
cGee :
I
I
I
I
I

-nabling Grids

for E-scienc
HTC Infrastructures

clite

HPC Infrastructures
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e-Health Use Case HPC/HPC
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Fusion Use Case Example

Advanced cross-
computational paradigm
simulation of future power
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Cha”enges OpenGrldI;orum

DllJf:nge:t One Client (command-line, portal, application with integrated API)

Policies

Embarassingly Parallel Jobs Massively Parallel Jobs
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Different Approaches for Interoper@p@m;um
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[6] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures —
The Infrastructure Interoperability Reference Model applied in e-Science ¢
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Transformation Logic OpenGridForum
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Open Standards Approach opefﬁmm

* No transformation logic required

/ \ « Requires substantial effort to
reach an agreement between
CllentLayer middlewares that adopt them
Today's
Standard Protocols J L
Grid Grid - Should not only be based on
— Hedenaies (rather theoretical) use cases
/ GridAtyPe / / GridBtype /
\ / * Instead they should also take
lessons learned from real
Open Standards Approach production usage into account

19 www.ogf.org



OGSA Standards & Adoption Jpﬁ%

3%' OASIS 3 SO0 &
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20 www.ogf.org
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GIN Production Experience OpenGridForum
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PGI ApproaCh (1) @pepﬁmm

Job submission interface Job description
& protocol standards language standards Work on the missing
links between currently
deployed and matured
open standards

Storage access & data Information semantics
transfer standards standards

Challenges

[ ]
OpenGridForum

OPEN FORUM | OPEN STANDARDS

[5] Riedel et al., ‘Experiences and Requirements for Interoperability between HTC- and HPC-driven e-Science Infrastructures*




PGI Approach (2) ﬁ%

Job submission interface Job description
& protocol standards language standards

Work on the missing
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[5] Riedel et al., ‘Experiences and Requirements for Interoperability between HTC- and HPC-driven e-Science Infrastructures*
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Often Used Functional Interfaces ﬁ%
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Reference Model Overview OpenGridForum

Plumbing | = Common Information and semantics (e.g. GLUE)
/ [umbing Il = AuthN: Common Communication Model (e.g. TLS) with X.509 Proxies or X.509 Certificates

p ’ - Plumbing Ill = Common Attribute-based AuthZ: Attribute Certificates or SAML Assertions
-

Scientific Application

Common Clients and APIs
(e.g. glite Ul, UNICORE Rich Client, Globus CogKIT, P-Grade & GridSphere Portals,...)

1 N |
OGSA-BES Interface Liae il OGSA-BES Interface
Interface Interface

S S—s,
Grid Middleware MetaData Data Grid Middleware
(e.g. glite, ARC) Catalogs R (e.g. UNICORE, GT)
for Logical/ -
i Technologies
Physical

. (e.g. Dcache,
Security Policies Mappings iRods Security Policies
(e.g. gridmaps) (e.g. OGSA- Eiaae i (e.g. XACML)

BT AVIGA)

GridFTP Interface

Workgr Node
ofile

HTC Ressource Storage Ressource HPC Ressource
(e.g. of EGEE, NorduGrid) (e.g. tape archives, robots) (e.g. of DEISA, TeraGrid)
[6] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures — www.ogf.o rg

The Infrastructure Interoperability Reference Model applied in e-Science ¢
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Emerging Standards in Context \G%r

« OGSA — Basic Execution Service (BES)
* OGF Specification GFD108, out since 2007-08-07
* Provides a functional interface to manage computational jobs
* Implies the use of JSDL as jobs description language
« Defines a job state model that is simple — but extensible
« Since 2007 in use in many different use cases and some middleware

» Job Submission and Description Language (JSDL)

* OGF Specification GFD56, out since 2005 / 2006

- Some standardized extensions since then: Single Process Multiple
Data (SPMD) — 2007, HPC-Profile — 2007, Parameter Sweep — 2009

« Since 2005 in use in many different use cases and many middleware

« OGSA-BES and JSDL already a good starting point

* No need to start from scratch and a good base for refinements

« Lessons learned: Over the years many additional required concepts
have been identified mostly driven by the needs of e-scientists

©2009 Open Grid Forum 29 WWW. ng.O rg



Refinement Concepts Overview opefG%,d.éomm

OGSA-BES / JSDL

Remote management operations

Client initiated data-staging No Yes
Immediate job working directory access No Yes
Predefined hold points No Yes
Manual manipulation of job states No Yes
Data-staging in state model No Yes
Wipe-out of submitted jobs No Yes
Standardized information model No Yes
Recent HPC resource support No Yes
Pre-/post processing No Yes
Data-transfer delegation No Yes
Multiple computing share support No Yes

© 2009 Open Grid Forum 30 WWW.ng.O I"g



Fundamental Concepts Ok openéﬁmm

OGSA-BES / JSDL

« Simple job submission
* Refers to run one executable on a remote machine with limited
resource requirements (CPUs) and automatic data-staging

« OGSA-BES & JSDL (with extensions) supports this already via the
,application’ elements in JSDL

« Cancellation of submitted jobs

* Refers to once submitted jobs can be cancelled

 OGSA-BES / JSDL supports this already via TerminateActivities()
operation and the ,cancelled’ job state

« Getting submitted job states

» Refers to the ability to request the up-to-date state of the job
« OGSA-BES / JSDL supports this via GetActivityStatuses() operation

© 2009 Open Grid Forum 31 WWW.ng.O I"g



Remote Management opefG%dE —

Remote management operations

 OGSA-BES / JSDL define funtionality for remote
management in terms of ,accepting new activities'

 OGSA-BES provides a BES-Management portType with two
operations

« StartAcceptingNewActivities() / StopAcceptingNewActivities()

» IsAcceptingNewActivities as boolean for BES Factory attributes that
describe the fundamental properties of one computing site

» Improvements (here reduction)
* The BES-Management concept is marked as ,deprecated’

* Major reason is that production use reveals that this concept is rather
rarely remotely used in production Grids

« Site property is preferred configured locally by site administrators

© 2009 Open Grid Forum 32 WWW. ng.O l"g



Client initiated data-staging (1) opefG%i -

Client initiated data-staging

« OGSA-BES / JSDL define functionality for staging data
automatically performed via the middleware
» Works via data-staging-in and data-staging-out JSDL elements
« Can be considered as a kind of ,data-pull° concept

Grid Common Clients
Clients and APIs
OGSA-BES
Interface

JSDL Processing )=
Logic ¢

Scientific
Data Repository

Grid
Middleware

data-staging elements

10] M. Riedel and D. Kranzimiiller et al., ‘Concepts and Design of an Interoperability Reference Model for Scientific- and Grid Computing Infrastructures




Client initiated data-staging (2)

OpenGridForum

OGSA-BES / JSDL

Client initiated data-staging

* Improved OGSA-BES / JSDL defines funtionality for staging

data manually performed via the client

 Identified via data-staging-in and data-staging-out JSDL elements
* Can be considered as a kind of ,data-push’ concept
* Requires other concepts ,holdpoints® & ,Working Directory Access'

Grid
Clients
Grid -
Middleware ,z’ControI information _
JSDL Processing | /= ’_’___———“"_——_—
Logic ' JSDL Document with

data-staging elements

Scientific
Data Repository

Working Directory

10] M. Riedel and D. Kranzimiiller et al., ‘Concepts and Design of an Interoperability Reference Model for Scientific- and Grid Computing Infrastructures




Client initiated data-staging (3) opefG%,di -
Concepts
No Yes

Client initiated data-staging

- Example of this requirements from an e-science perspective
« Manual: Only a subset of ,valuable’ intermediate data is used in costly HPC computing

One Client
Scientific-area specific clients and portals to access all
,data-pull’: Infrastructures
automatic
d f Implemented
ata lfrans ers Infrastructure Interoperability Reference Model Set of Standards standards in .
for Ilgands, middleware ,data'pUSh N
protein manual
structures, etc. Different _ -~ data transfers
applicgtion initiated on the
_patkages client level with
” H . .
.-~ that firstly strong participation
dg;?e" ate of the e-scientists
| and then re-use during/after his/her
AutoDock, Intermediate . intermediate Ivsi d
FlexX (docking) Results (data) results analysis _an
evaluation

Production
e-infrastructures

EGEE Resources EGEE Storages DEISAResources

10] M. Riedel and D. Kranzimiiller et al., ‘Concepts and Design of an Interoperability Reference Model for Scientific- and Grid Computing Infrastructures




Client initiated data-staging (4)

Client initiated data-staging

OpenGridForum

Immediate job working directory access No Yes
Predefined hold points No Yes
Manual manipulation of job states No Yes

 Client initiated data-staging' concept requires other concepts

- Immediate job working directory access' concept

* Once job is created the improved OGSA-BES returns the job working
directory in order to know where to manually ,stage-data in&out’

- ,Predefined hold points’ concept
* Hold points in improved JSDL enables stop of job processing
* Provides e-scientists with all the time they need to stage-in manually
* Cp. breakpoints’, but ,holdpoints’ have no direct executable impact

- ,Manual manipulation of job states' concept

* In order to resume the ,holded processing’ a manualy manipulation of
states (i.e. continute in hoId) IS prowded via the improved OGSA-BES

©2009 Open Grid Forum WWW. ngOI’g



Multiple Share Concept

Multiple computing share support

No

OpenGridForum

Yes

More fine-granular URIs are required to specify exactly which ,computational share’ / site:
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Other concepts (1) open:G%.d.émm

Data-staging in state model

Wipe-out of submitted jobs No Yes

Standardized information model No Yes

- ,Data-staging’ in state model concept
« Users have to know all the time what the system does

* ,Wipe-out of submitted jobs’ concept

 Instead of ,only cancelled’ some jobs should be not tracked by the
system anymore

« Standardized information model concept
» Use of GLUE2 for resource requests in improved JSDL

© 2009 Open Grid Forum 38 WWW.ng.O rg



Other concepts (2) open:G%.d.éomm

Recent HPC resource support

Pre-/post processing No Yes

Data-transfer delegation No Yes

« ,Recent HPC resource support’ concept

« Describe state-of-the art HPC resources with Improved JSDL
« Covers multi-threading, network connectivity (e.g. torus), libraries,...

» ,Pre-/post processing' concept

» e-Scientists often require small program (executed non-parallel) before the
(parallel) executable starts to run (or after)

- Data-transfer delegation

» Third-party credentials — how to transfer n different credentials (with different
attributes) to a service that performs data-staging on behalf of myself

* Improved OGSA-BES with portType to create a delegated credential in a two
phase operation protocol, enables use of different credentials in data-stagings

© 2009 Open Grid Forum 39 WWW. ng.O l"g



Improved State Model OpenGridForum

» Improve basic state model of
OGSA-BES specification
* Much more fine granular and refined states
* More feedback to users (i.e. data-stagings)

Cancelled

b
TerminateActivity request

Successful
termination of
activity

Fending Running Finished

System errorfailure event

A

Failed

© 2009 Open Grid Forum



Other Refinement Concepts Ope,%ﬁm

» Job Description
* Concepts to improve JSDL towards production use

« Execution Environment

» Definition of common execution environments _ _
(e.g. environment variables, pre-installed software&libraries)

« Security

« Common attribute-based authorization based on SAML assertions

- Common authentication & move away from rather proprietary Grid
Security Infrastructure (GSI)

* Improved delegation model with delegation restrictions

- Data Management and Transfer elements
« Refinement concepts around WS-DAIS (relational DB access)
« Concepts to profile Storage Ressource Manager (SRM) interfaces
« Closer alignment with computation / information / storage

[6] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures — WWW.0 gf.o rg
The Infrastructure Interoperability Reference Model applied in e-Science *
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CO”CIUS'O”S OpenGde;cr‘um

* More and more e-science projects require resources in more
than one Grid = Grid interoperability problem
« Many approaches exist — only production-aware standards help
* Production Grid Infrastructure (PGl) standardization process

OGSA exists, but...

« Hard to maintain, nearly half of all specs defined, missing links,...

Comparison with history of computer science

* Cp. XML & SGML, Internet model vs. ISO / OSI model

« Bottom-up (from production) instead of top-down architecture
Reference model obtained from real scientific use cases

Interoperability reference model (or aka profiles) make sense
« Scientific use cases proof feasibility of initial reference model
* Might be a milestone towards full OGSA-conformance roadmaps

©2009 Open Grid Forum 43 WWW. ng.O I’g
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