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Motivational Practical Application
Remote Sensing using Machine Learning

Training based on
labeled data of 
land cover

Testing 
based on
unseen 

data

Using Support Vector Machines
Machine Learning Models with
High Performance Computing

[7] G. Cavallaro & M. Riedel et al.



Enabling Parallel & Scalable Machine & Deep Learning with 
High Performance Computing

Training Machine & 
Deep Learning Models 

often requires to solve a 
complex optimization problem

Deep Learning Example using 
Distributed Training on many-core GPUs
via Horovod Framework & TensorFlow

[8] R. Sedona, G. Cavallaro & M. Riedel et al.

24 nodes x 4 GPUs = 96 GPUs
(JUWELS V100 NVidia)

[7] G. Cavallaro & M. Riedel et al.

Scenario ‘pre-processed data‘, 
10xCV serial: accuracy (min)

First Result: best parameter set 
from 14.41 min to 1.02 min
Second Result: all parameter sets 
from ~9 hours to ~35 min

Support Vector 
Machine Example
using multi-core CPUs

Scenario ‘pre-processed data‘, 
10xCV parallel: accuracy (min)



High Performance Computing (HPC) uses ‘Bits‘
Information as ‘0’ or ‘1’ – Classical Computing Model

Applied in a wide variety of application fields today

multi-core: high single 
thread performance massive scalability through many-core 

moderate performance



Quantum Computers use ‘Qubits‘
Information as ‘0’ or ‘1’ or both simultaneously

Known as ‘Superposition’:
Origin in strange & counter-intuitive
world of quantum mechanics

Manipulate many combinations 
of quantum bits at the same time

Example: with 1000 qubits, selected
quantum computers can evaluate…

… 21000 possible solutions …

… at the same time! [1] D-Wave Report [2] D-Wave YouTube



Linking many Qubits together with Couplers
Enables Qubits to influence each other

[1] D-Wave Report [2] D-Wave YouTube

Multi-qubit processor connects qubits to exchange information

Couplers define how qubits influence each other

Options: Qubits together in same state or neighbouring qubits in opposite state

Fabric of programmable quantum device =

many qubits + couplers + control circuitry to manage magnetic fields



Coupling Qubits enables Entanglement

Known as ‘Entanglement’:
Quantum physics phenomena

Two qubits ‘entangled’ means they
are considered as a single object
(but with 4 states)

Beside ‘superposition’, the real
power of quantum computing is
using the quantum effects of
entanglement & quantum tunneling
to manipulate qubits simultanously [1] D-Wave Report [2] D-Wave YouTube



Challenge: Use quantum effects
in computation requires processor
in extreme isolated environments

Internal computing environment needs a 
temperature close to absolute zero

Enables an ‘environment’ that is isolated 
from external magnetic fields, vibration,
and external radio frequency signals

Only within this a quantum processor 
‘behaves quantum mechanically’

The lower the temperate, the better the
performance of the processor

[1] D-Wave Report



Quantum Computer Internal Environment
This Type of Quantum Computer Implements a Quantum Annealing Algorithm

[1] D-Wave Report[3] Launch JUNIQ



[4] DEEP Projects

JUNIQ – Juelich Unified Infrastructure for Quantum Computing

Building a European quantum 
computer user facility
Cloud access to 
simulators via a QC-PaaS 
Jϋlich QC Simulator
JUQCS (< 49 qubits)
ATOS-QLM30 (< 31 qubits)

Cloud access to 
QC hardware via a QC-PaaS
(Non -) commercial 
gate-based QCs
European experimental 
qubit devices of any type, IBM, 
Google, RigettiComputing,..
Annealers
D-Wave quantum annealer
Fujitsu digital annealer
European experimental annealers [3] Launch JUNIQ



Many different Approaches exist for 
Quantum Computing

Quantum Annealing Approach
Uses intrinsic effects of Quantum Physics 
(QP) to help in optimization problems for 
real applications (but no evolution control)

Example: Quantum annealing algorithm 
solves problems by searching for the global 
minimum of a function (‘hard in computing’)

Setup a problem, then natural evolution of 
quantum states, and finally configuration at 
the end of evolution is one/some answer

Fundamentally different from classical
computing built on logical operations

Gate-Model Approach
Much more ambitious to 
control and manipulate the 
evolution of quantum states 
over time

More difficult as quantum 
systems hard to work with

But enables to solve bigger 
problems, ~ 10 qubits only

Hard to let qubits working 
together coherently today

key
difference

related,
because

of
energy

minimization



Relevance for Machine & Deep Learning – Solving Optimization Problems Fast
Training Machine & 

Deep Learning Models 
often requires to solve a 

complex optimization problem

‘Minimum of a function’
Try to find the lowest point on a landscape of peaks and valleys
Every possible solution is mapped to coordinates on the landscape
Altitude of the landscape is ‘energy’ or ‘cost’ of solution per point

Goal: Find the lowest (global) point on the map & read the coordinates
(i.e., optimal solution to many problems in science & engineering)



Properties of Quantum Physics
known as ‘Quantum Tunneling’
Explore landscape in ways that have never 
before been possible Like a layer of water that 
covers the entire landscape

Water as analogy for the probability that a 
given solution is returned 

 As well as running over the surface, water 
can tunnel trough the mountains as it looks for 
the lowest valley

Quantum Computations: ‘water’ or probability 
is pooled around lowest valleys – the more 
water there  the higher the probability of 
solution being returned as solution

Relevance for Machine & Deep Learning – Key Difference to Classical Computing

[1] D-Wave Report

Classical Computer: A single 
travelor exploring the surface of a 

landscapeone point of a time
(e.g., stochastic gradient descent)

[9] Optimizers



Quantum Computers use ‘Qubits‘
Quantum Annealing after Superposition: 0 or 1

Known as ‘Collapse’:
Quantum processor is built from
a lattice of loops of metal niobium
(each is one qubit when cooled)

Niobium cooled down is a 
superconductor that exhibits 
quantum mechanical effects

Circulating current clockwise or 
counter-clockwise, the qubit 
emits a magnetic field pointing 
up/down (i.e., logical 0 or 1)

Quantum annealing: current flows 
clockwise & counter-clockwise 
simultaneously (‘superposition’)

Collapse at end of quantum 
annealing: qubit either a 0 or 1 [2] D-Wave YouTube



Programming #1 Control Probability of ‘Qubits‘ becoming 0 or 1 State
Energy Landscape with Quantum Annealing & Applying an external Magnetic Field called ‘Bias’

[2] D-Wave YouTube



Programming #2 Getting more control via Couplers & Entanglements
Users choose values for Biases of Qubits & Couplers (direction & strength) & Using ‘Tunneling’

Disruptive Programming Approach

 Each qubit can have a Bias applied to it

 Qubits can interact via the couplers

 Define a whole set of Biases & a whole set
of couplings  defines an energy landscape

Program a quantum computer
based on quantum annealing
to solve & find the minimum
energy of energy landscape

[2] D-Wave YouTube



Quantum Computing Programming for Remote Sensing Application
Using a Software Development Kit (SDK) ‘Ocean‘ – Installation & Configuration

[6] G. Cavallaro, D. Willsch, M. Willsch, K. Michielsen and M. Riedel

Selecting ‘simple‘
two class classification



Quantum Computing Programming for Remote Sensing Application
Using a Software Development Kit (SDK) ‘Ocean‘ – Calibrating Quantum SVM

[6] G. Cavallaro, D. Willsch, M. Willsch, K. Michielsen and M. Riedel

[5] D. Willsch, M. Willsch, and K. Michielsen

Previous work
on Quantum SVM



High Complexity in
Programming & 
Solving Problems 
in Optimization

[2] D-Wave YouTube



Quantum Computing Programming for Remote Sensing Application
Using a Software Development Kit (SDK) ‘Ocean‘ – Train & Test Quantum SVM

[6] G. Cavallaro, D. Willsch, M. Willsch, K. Michielsen and M. Riedel

Github access to Jupyter Notebook 
public when/if paper accepted



Summary General Approach with Quantum Annealing Works for Applications
Challenge remains: Only small datasets today & Simple Classification Problems

[6] G. Cavallaro, D. Willsch, M. Willsch, K. Michielsen and M. Riedel



TOPICS / FEATURES Traditional HPC

Works for general-purpose Computing

Ready for large datasets (‘Big Data’)

Programming models broadly applied

Fast Convergence & Time to Solution

TOPICS / FEATURES Quantum Annealer

Works for general-purpose Computing

Ready for large datasets (‘Big Data’)

Programming models broadly applied

Fast Convergence & Time to Solution

Smart Energy – Same Example 2500 kW Smart Energy – Same Example only 25 kW

Demystifying – Comparisons & Summary



More Information & Details 

Visit us here @ UTMessan
Saturday @ Silfurberg A

Relevant Yearly Courses at Háskóli Íslands
High Performance Computing (HPC)
Multi-Core; Many-Core & GPUs, Parallel Programming, Quantum Computing
Cloud Computing & Big Data
Deep & Machine Learning, High Throughput Computing, Apache Spark/Hadoop
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