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Outline of the Course

1. HPC Introduction & Parallel and Scalable Clustering using DBSCAN

2. Parallel and Scalable Classification using SVMs with Applications

3. Deep Learning using CNNs driven by HPC & GPUs

4. Deep Learning using LSTMs driven by HPC & GPUs
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Outline

 High Performance Computing (HPC)
 Supercomputing and Big Data for Machine Learning
 PRACE & DEEP Projects shaped JSC Dual Concept
 Modular Supercomputing Architecture (MSA)
 Scheduling Principles with Job Scripts & Reservations
 JURECA HPC System for Practicals

 Parallel & Scalable Clustering using DBSCAN
 Clustering Methods and Approaches
 DBSCAN Clustering Algorithm
 Hierarchical Data Format (HDF) Basics
 Parallel HPDBSCAN & HDF5 Data Format
 Point Cloud Application Example Bremen
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HPC Introduction
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Supercomputing and Big Data for Machine Learning

 Rapid advances in ‘big data‘ collection and 
storage technologies in the last decade
 Extracting useful information is a challenge 

considering ever increasing massive datasets
 Traditional data analysis techniques cannot be 

used in growing cases (e.g. memory limits)

 Machine learning / Data Mining is a technology that blends traditional data analysis 
methods with sophisticated algorithms for processing large volumes of data

 Machine Learning / Data Mining is the process of automatically discovering useful 
information in large data repositories ideally following a systematic process

modified from [29] Introduction to Data Mining

 Machine Learning & Statistical Data Mining of Big Data
 Traditional statistical approaches are still very useful to consider 
 E.g. in order to reduce large quantities of data to most expressive datasets

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN 6 / 132



Machine Learning Prerequisites

1. Some pattern exists
2. No exact mathematical formula
3. Data exists

 Idea ‘Learning from Data‘
shared with a wide variety
of other disciplines
 E.g. signal processing, 

data mining, etc.

 Challenge: Data is often complex

 Machine learning is a very broad subject and goes from 
very abstract theory to extreme practice (‘rules of thumb’)

 Machine learning algorithms can leverage parallel computing

Data
Mining

Data
Mining

Applied
Statistics
Applied

Statistics
Data 

Science
Data 

Science

Machine 
Learning
Machine 
Learning
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Examples of Real Data Collections

 Data collection of the earth and environmental science domain
 Different from the known ‘UCI machine learning repository examples‘

[30] PANGAEA data collection [31] UCI Machine Learning Repository
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(real science datasets examples) (examples for learning & comparisons)
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Methods Overview – Need for Parallel Algorithms

 Groups of data exist
 New data classified 

to existing groups

Classification

?

Clustering Regression

 No groups of data exist
 Create groups from

data close to each other

 Identify a line with
a certain slope
describing the data

 Machine learning methods can be roughly categorized in classification, clustering, or regression 
augmented with various techniques for data exploration, selection, or reduction
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HTC

network
interconnection
less important!

Understanding High Performance Computing

 High Performance Computing (HPC) is based on computing resources that enable the efficient use 
of parallel computing techniques through specific support with dedicated hardware such as high 
performance cpu/core interconnections.

 High Throughput Computing (HTC) is based on commonly available computing resources such as 
commodity PCs and small clusters that enable the execution of ‘farming jobs’ without providing a 
high performance interconnection between the cpu/cores.

HPC

network
interconnection
important

focus in the next slides
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Partnership for Advanced Computing in Europe (PRACE)

 Basic Facts
 HPC-driven infrastructure
 An international not-for-profit

association under Belgien 
law (with its seat in Brussels)

 Has 25 members and 
2 observers

 Governed by the PRACE
Council in which each
member has a seat

 Daily management
of the association is
delegated to the Board
of Directors
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[19] PRACE
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PRACE as Persistent pan-European HPC Infrastructure 
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Mission: 
enabling world-class science through 
large scale simulations

Offering: 
HPC resources on leading edge 
capability systems

Resource award: 
through a single and fair pan-
European peer review process for 
open research

HPC

[19] PRACE
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PRACE European vs. Regional Systems
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[19] PRACE
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[Video] JUQUEEN – Supercomputer Upgrade Example
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JSC Dual Approach
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DEEP Projects & Partners
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 DEEP
 Dynamic Exascale 

Entry Platform 

 3 EU Exascale projects
DEEP 
DEEP-ER
DEEP-EST

 27 partners
Coordinated by JSC

 EU-funding: 30 M€
JSC-part > 5,3 M€

 Nov 2011 – Jun 2020
[20] DEEP-EST EU Project
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Deep Projects – Application Co-Design  Heterogenity
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Neuron NEST xPiC EMAC AVBP

RTM FWI GERShWIN TurboRVB SeisSol

SKA CHROMA GROMACS HPDBSCAN
piSVM CMSSW

[20] DEEP-EST EU Project
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Emerging HPC Architecture
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[20] DEEP-EST EU Project
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Modular Supercomputing @ JSC
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IBM Power 6 
JUMP, 9 TFlop/s

IBM Blue Gene/P
JUGENE, 1 PFlop/s

HPC-FF
100 TFlop/s

JUROPA
200 TFlop/s

IBM Blue Gene/Q
JUQUEEN
5.9 PFlop/s

IBM Blue Gene/L
JUBL, 45 TFlop/s

IBM Power 4+
JUMP, 9 TFlop/s

JURECA (2015)
2.2 PFlop/s

JURECA Booster 
(2017)
5 PFlop/s

JUST
storage

[20] DEEP-EST EU Project
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JURECA HPC System
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[20] DEEP-EST EU Project
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Roadmap & Machine Learning
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GPU Module Many-core BoosterCluster 
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[20] DEEP-EST EU Project
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General Purpose Cluster

File 
Server
GPFS, 
Lustre

IBM Power 6 
JUMP, 9 TFlop/s

IBM Blue Gene/P
JUGENE, 1 PFlop/s

HPC-FF
100 TFlop/s

JUROPA
200 TFlop/s

IBM Blue Gene/Q
JUQUEEN (2012)
5.9 PFlop/s

IBM Blue Gene/L
JUBL, 45 TFlop/s

IBM Power 4+
JUMP (2004), 9 TFlop/s

Highly scalable

Hierarchical
Storage Server

JUWELS Scalable
Module (2019/20)
50+ PFlop/s

JUWELS Cluster 
Module (2018)
12 PFlop/s

JURECA Cluster (2015)
2.2 PFlop/s

JURECA Booster (2017)
5 PFlop/s
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[Video] PRACE – Introduction to Supercomputing
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[21] YouTube, ’PRACE – Introduction to Supercomputing’
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Parallel Computing

 All modern supercomputers depend heavily on parallelism

 Often known as ‘parallel processing’ of some problem space
 Tackle problems in parallel to enable the ‘best performance’ possible

 ‘The measure of speed’ in High Performance Computing matters
 Common measure for parallel computers established by TOP500 list
 Based on benchmark for ranking the best 500 computers worldwide
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 We speak of parallel computing whenever a number of ‘compute 
elements’ (e.g. cores) solve a problem in a cooperative way

[22] Introduction to High Performance Computing for Scientists and Engineers

[23] TOP 500 supercomputing sites

network interconnection important
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JURECA CLUSTER & BOOSTER Module @ JSC
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Tutorial Machine: JSC JURECA System – CLUSTER Module

 Characteristics
 Login nodes with 256 GB

memory per node
 45,216 CPU cores
 1.8 (CPU) + 0.44 (GPU) 

Petaflop/s peak performance
 Two Intel Xeon E5-2680 v3 Haswell

CPUs per node: 2 x 12 cores, 2.5 GhZ
 75 compute nodes equipped with two 

NVIDIA K80 GPUs (2 x 4992 CUDA cores)

 Architecture & Network
 Based on T-Platforms V-class server architecture
 Mellanox EDR InfiniBand high-speed

network with non-blocking fat tree topology
 100 GiB per second storage connection to JUST
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[24] JURECA HPC System

HPC

 Use our ssh keys to get an 
access and use reservation

 Put the private key into 
your ./ssh directory (UNIX)

 Use the private key with 
your putty tool (Windows)
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Exercise – Login to JURECA with TrainXYZ Accounts
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 train003 – train020 are training accounts that are used in the tutorial for JURECA using SSH Keys
 Every participant needs to pick one trainXYZ account from the list
 Download keys: https://fz-juelich.sciebo.de/s/IIFC5QojZZfIcCC
 Password: request to m.riedel@fz-juelich.de
 UNIX: chmod 600 for changing the rights to the key for the ssh client, ssh-add (not standard name)
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JURECA System – SSH Login

 Use your account train004 - train050 
 Windows: use putty or MobaXterm (better with x-server)
 UNIX: ssh trainXYZ@jureca.fz-juelich.de
 Example
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 Remember to use your own trainXYZ account in order to login to the JURECA system
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Using SSH Clients for Windows

 Example: using the Putty SSH client
(other SSH tools exist, e.g. could be MoabXTerm, etc.)
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[25] PUTTY tool

 Configure Keys under SSH, change username to trainXYZ, and use hostname for JURECA
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Scheduling Principles – SLURM Scheduler in Tutorial

 HPC Systems are typically not used in an interactive fashion
 Program application starts ‘processes‘ on processors (‘do a job for a user‘)
 Users of HPC systems send ‘job scripts‘ to schedulers to start programs
 Scheduling enables the sharing of the HPC system with other users
 Closely related to Operating Systems with a wide varity of algorithms

 E.g. First Come First Serve (FCFS)
 Queues processes in the order that they arrive in the ready queue.

 E.g. Backfilling
 Enables to maximize cluster utilization and throughput 
 Scheduler searches to find jobs that can fill gaps in the schedule
 Smaller jobs farther back in the queue run ahead of a job waiting at the 

front of the queue (but this job should not be delayed by backfilling!)
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 Scheduling is the method by which user processes are given access to processor time (shared)
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Example: Supercomputer BlueGene/Q

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN
[26] LLView Tool
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JURECA Example – Tutorial Reservations 

ReservationName=bigdata-cpu StartTime=2018-07-26T09:45:00 
EndTime=2018-07-26T14:15:00 Duration=04:30:00

Nodes=jrc[0056-0076] NodeCnt=21 CoreCnt=504 Features=thin 
PartitionName=batch Flags=

TRES=cpu=1008
Users=s.luehrs,train001,train003,train004,train005,train006,train007,train008,train009,train010,train011,train0
12,train013,train014,train015,train016,train017,train018,train019,train020,train021,train022 
Accounts=(null) Licenses=(null) State=INACTIVE BurstBuffer=(null) Watts=n/a

ReservationName=bigdata-gpu StartTime=2018-07-26T13:45:00 
EndTime=2018-07-26T18:15:00 Duration=04:30:00

Nodes=jrc[0006-0010,0013-0028] NodeCnt=21 CoreCnt=504 
Features=(null) PartitionName=gpus Flags=

TRES=cpu=1008
Users=s.luehrs,train001,train003,train004,train005,train006,train007,train008,train009,train010,train011,train0
12,train013,train014,train015,train016,train017,train018,train019,train020,train021,train022 
Accounts=(null) Licenses=(null) State=INACTIVE BurstBuffer=(null) Watts=n/a
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Jobscript JURECA Example & Reservation
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 JURECA HPC System – Reservation Wedneday morning  bigdata-cpu

 Every day the reservation string is changed 
on the HPC systems (below)

 Change the number of nodes and tasks to 
use more or less CPUs for jobs

 Use the command sbatch <jobsript> in order 
to submit parallel jobs to the supercomputer
and remember your <job id> returned

 Use the command squeue –u <userid> in 
order to check the status of your parallel job
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HPC Environment – Modules

 Module environment tool
 Avoids to manually setup environment information for every application
 Simplifies shell initialization and lets users easily modify their environment

 Module avail
 Lists all available modules on the HPC system (e.g. compilers, MPI, etc.)

 Module spider
 Find modules in the installed set of modules and more information

 Module load 
 Loads particular modules into the current work environment, E.g.:
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[Video] Parallel I/O with I/O Nodes

[27] Simplifying HPC Architectures, YouTube Video
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Unsupervised Clustering
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Methods Overview

 Groups of data exist
 New data classified 

to existing groups

Classification

?

Clustering Regression

 No groups of data exist
 Create groups from

data close to each other

 Identify a line with
a certain slope
describing the data

 Machine learning methods can be roughly categorized in classification, clustering, or regression 
augmented with various techniques for data exploration, selection, or reduction
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What means Learning?

 Supervised Learning
 Majority of methods follow this approach in this course
 Example: credit card approval based on previous customer applications

 Unsupervised Learning
 Often applied before other learning  higher level data representation
 Example: Coin recognition in vending machine based on weight and size

 Reinforcement Learning
 Typical ‘human way‘ of learning
 Example: Toddler tries to touch a hot cup of tea (again and again)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The basic meaning of learning is ‘to use a set of observations to uncover an underlying process‘
 The three different learning approaches are supervised, unsupervised, and reinforcement learning
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Learning Approaches – Unsupervised Learning – Revisited 

 Each observation of the predictor measurement(s)
has no associated response measurement:
 Input
 No output
 Data

 Goal: Seek to understand relationships between the observations
 Clustering analysis: check whether the observations fall into distinct groups

 Challenges 
 No response/output that could supervise our data analysis
 Clustering groups that overlap might be hardly recognized as distinct group

 Unsupervised learning approaches seek to understand relationships between the observations
 Unsupervised learning approaches are used in clustering algorithms such as k-means, etc.
 Unupervised learning works with data = [input, ---]

[2] An Introduction to Statistical Learning
39 / 132



Learning Approaches – Unsupervised Learning Use Cases

 Earth Science Data (PANGAEA, cf. Lecture 1)
 Automatic quality control and event detection
 Collaboration with the University of Gothenburg
 Koljoefjords Sweden – Detect water mixing events

 Human Brain Data
 Analyse human brain images as brain slices
 Segment cell nuclei in brain slice images
 Step in detecting layers of the cerebral cortex

 Point Cloud Data
 Analysis of point cloud datasets of various sizes
 3D/4D LIDAR scans of territories (cities, ruins, etc.)
 Filter noise and reconstruct objects 
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 This clustering lecture uses a point cloud dataset of the city of Bremen as one concrete example
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Unsupervised Learning – Earth Science Data Example  
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 Earth Science Data Repository
 Time series measurements (e.g. salinity)
 Millions to billions of data items/locations
 Less capacity of experts to analyse data

 Selected Scientific Case
 Data from Koljöfjords in Sweden (Skagerrak)
 Each measurement small data, but whole sets are ‘big data‘
 Automated water mixing event detection & quality control (e.g. biofouling)
 Verification through domain experts

[3] PANGAEA data collection
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Unsupervised Learning – Human Brain Data Example

 Research activities jointly with T. Dickscheid et al. (Juelich Institute of Neuroscience & Medicine)

#
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Learning Approaches – Unsupervised Learning Challenges

 Practice: The number of clusters can be ambiguities 
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[2] An Introduction to Statistical Learning
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Unsupervised Learning – Different Clustering Approaches
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(hierarchical) (centroid) (density) (distribution)

 Clustering approaches can be categorized into four different approaches: 
(1) hierarchical, (2) centroid, (3) density, (4) distribution
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Unsupervised Learning – Clustering Methods

 Characterization of clustering tasks
 No prediction as there is no associated response Y to given inputs X
 Discovering interesting facts & relationships about the inputs X
 Partitioning of data in subgroups (i.e. ‘clusters‘) previously unknown
 Being more subjective (and more challenging) than supervised learning

 Considered often as part of ‘exploratory data analysis‘
 Assessing the results is hard, because no real validation mechanism exists
 Simplifies data via a ‘small number of summaries’ good for interpretation
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 Clustering are a broad class of methods for discovering previously unknown subgroups in data
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Selected Clustering Methods 

 K-Means Clustering – Centroid based clustering
 Partitions a data set into K distinct clusters (centroids can be artificial)

 K-Medoids Clustering – Centroid based clustering (variation)
 Partitions a data set into K distinct clusters (centroids are actual points)

 Sequential Agglomerative hierarchic nonoverlapping (SAHN)
 Hiearchical Clustering (create tree-like data structure  ‘dendrogram’)

 Clustering Using Representatives (CURE)
 Select representative points / cluster – as far from one another as possible

 Density-based spatial clustering of applications + noise (DBSCAN)
 Assumes clusters of similar density or areas of higher density in dataset
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(ruler distance)

Clustering Methods – Similiarity Measures 

 How to partition data into distinct groups?
 Data in same (homogenous) groups are somehow ‘similiar‘ to each other
 Data not in same sub-groups are somehow ‘different‘ from each other
 Concrete definitions of ‘similiarity‘ or ‘difference‘ often domain-specific

 Wide variety of similiarity measures exist, e.g. distance measures
 Jaccard Distance, Cosine Distance, Edit Distance, Hamming Distance, …

 Often used ‘similiarity measure‘ example
 Distance-based: Euclidean distance
 n-dimensional Euclidean space: 

A space where points are vectors of n real numbers  

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 A distance measure in some space is a function d(x,y) that takes 
two points in the space as arguments and produces a real number
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Clustering Methods – K-Means Approach

 Approach Overview
 Partitions a data set into K distinct (i.e. non-overlapping) clusters
 Requires the definition of the desired number of clusters K in advance
 Assigns each observation / data element to exactly one of the K clusters
 Example: 150 observations; 2 dimensions; 3 different values of K

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[2] An Introduction to Statistical Learning

k = 2 k = 3 k = 4
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Clustering Methods – K-Means Algorithm

0.   Set the desired number of clusters K
 Picking the right number k is not simple ( later)

1. Randomly assign a number from 1 to K to each observation
 Initializes cluster assignments for the observations
 Requires algorithm execution multiple times 

(results depend on random assignment, e.g. pick ‘best‘ after 6 runs)

2. Iterate until the cluster assignments stop changing
a. For each of the K clusters: compute the cluster centroid
 The kth cluster centroid is the vector of the p feature means

for all the observations in the kth cluster
b. Assign each observation to the cluster K whose centroid is closest
 The definition of ‘closest‘ is the Euclidean distance
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Clustering Methods – K-Means Algorithm Example
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[2] An Introduction to Statistical Learning

k = 3
1. Randomly assign a 

number from 1 to K 
to each observation

2. Iterate until the 
cluster assignments 
stop changing
a. For each of the K 

clusters: compute 
the cluster centroid
[centroids appear
and move]

b. Assign each 
observation to the 
cluster K whose 
centroid is closest
[Euclidean distance]
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Clustering Methods – K-Means Usage

 Advantages
 Handles large datasets (larger than hierarchical cluster approaches)
 Move of observations / data elements between clusters

(often improves the overall solution)

 Disadvantages
 Use of ‘means‘ implies that all variables must be continous
 Severaly affected by datasets with outliers ( means)
 Perform poorly in cases with non-convex (e.g. U-shaped) clusters

 ‘Big Data‘ Application Example
 Image processing: 7 million images
 512 features/attributes per image;
 1 million clusters
 10000 Map tasks; 64GB broadcasting;
 20 TB intermediate data in shuffling;

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[4] Judy Qiu, ‘Collective communication 
on Hadoop’, 2014
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[Video] K-Means Clustering
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[5] Animation of the k-means clustering algorithm, YouTube Video
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Serial Tool: Statistical Computing with R

 The tool R is a free software environment 
 Many functions/algorithms used for statistical computing and graphics
 It is a command-line tool with many libraries to download ‘instantly‘
 Despite of command-line, there are sophisticated graphics possible

 Usage
 R uses functions to perform operations, use ?funcname for help
 Call a function with arguments/inputs: funcname(input1, input2)

 Selected Hints
 Hitting [up] n times 

for previous commands 
(e.g. slightly modify)

 [strg+l] clears console
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[6] Statistical Computing with R
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Exercises – Use K-Means Algorithm in R changing K values
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Serial Tool: Statistical Computing with R – Startup 

 Remember to load modules!

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN 55 / 132



Clustering Methods – K-Means with R

 Function kmeans()
 kmeans (x, c, iter.max, nstart, alg, trace)
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Parameters Description

x Numeric matrix of data

c Centers: number of k clusters or set of initial 
(distinct) cluster centres

iter.max maximum number of iterations

nstart If centers number k: amount of random sets

alg Different types of Algorithms (default: 

trace true/false: trace information on the algorithm progress
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Clustering Methods – K-Means with R Example

 Prepare artificial dataset
 Input x: 50 observations; two dimensional data
 set.seed() function to guarantee reproducible results 

 Call function kmeans()
 K = 2
 Output placeholder km.out

 Retrieve cluster assignments km.out$cluster
 Visualize clusters better with plot()
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 Example: Visualizte data points with plot()
 Using different colors for data points

 For e.g. ‘multi-class‘ problems above 8 colors 
 Use different ‘data point types‘

[R Tool] Data Visualization – Different Colors
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col=0 col=1 col=2 col=3 col=4 col=5

col=6 col=7 col=8
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[R Tool] Data Visualization – Different Data Point Types

 Example: Clustering output with plot()
 Using different types for data points, cex = [1,2,..] magnifies

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

pch=1 pch=2 pch=3 pch=4 pch=5 pch=6

pch=7 pch=8 pch=9 pch=10 pch=11 pch=12

pch=13 pch=14 pch=15 pch=16 pch=17 pch=18
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Working with Rattle: Load and Startup

 Rattle GUI for R
 Uses a workspace
 Use mouse

instead of 
commands

 Loaded with 
library()

 Start with 
rattle()
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[7] Rattle brochure
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Working with Rattle: Load different files – Examples 

 Scientific measurement data – Koljoefjords 
 data.tab  original dataset
 data_ok.tab  header removed
 data_reform.tab  header reformatted

 Shop data – Reykjavik area
 Shop.csv  shop data 
 Challenges: different languages / encoding

 Scientific big data example – brain images
 ~700 images: ~40 GB, ~14 MB/image RGB, ~8MB/image mask)
 Challenges: Data representation, e.g. brain slice images
 Challenges: Memory limits in serial programs
 Possible solutions: smart sampling and/or parallelization
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not 
open
data

 Serial tools like R, Matlab, scikit-learn show limitations when working on large datasets (big data)
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Clustering Methods – K-Means with Rattle
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Selected Clustering Methods 

 K-Means Clustering – Centroid based clustering
 Partitions a data set into K distinct clusters (centroids can be artificial)

 K-Medoids Clustering – Centroid based clustering (variation)
 Partitions a data set into K distinct clusters (centroids are actual points)

 Sequential Agglomerative hierarchic nonoverlapping (SAHN)
 Hiearchical Clustering (create tree-like data structure  ‘dendrogram’)

 Clustering Using Representatives (CURE)
 Select representative points / cluster – as far from one another as possible

 Density-based spatial clustering of applications + noise (DBSCAN)
 Assumes clusters of similar density or areas of higher density in dataset
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DBSCAN Algorithm
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 DBSCAN Algorithm
 Introduced 1996 and most cited clustering algorithm
 Groups number of similar points into clusters of data
 Similarity is defined by a distance measure 

(e.g. euclidean distance)

 Distinct Algorithm Features
 Clusters a variable number of clusters
 Forms arbitrarily shaped clusters (except ‘bow ties‘)
 Identifies inherently also outliers/noise

 Understanding Parameters
 Looks for a similar points within a given search radius 
 Parameter epsilon

 A cluster consist of a given minimum number of points 
 Parameter minPoints

[8] Ester et al.

(MinPoints = 4)

(DR = Density Reachable)

(DDR = Directly Density 
Reachable)
(DC = Density Connected)
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DBSCAN Algorithm – Non-Trivial Example

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

Unclustered
Data

Clustered
Data

 DBSCAN forms arbitrarily shaped clusters (except ‘bow ties‘) where other clustering algorithms fail

 Compare K-Means vs. DBSCAN – How would K-Means work?
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Exercises – Use DBSCAN Algorithm in R
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[Video] DBSCAN Clustering

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[9] DBSCAN, YouTube Video
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Point Cloud Applications

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 ‘Big Data‘: 3D/4D laser scans
 Captured by robots or drones
 Millions to billion entries
 Inner cities (e.g. Bremen inner city)
 Whole countries (e.g. Netherlands)

 Selected Scientific Cases
 Filter noise to better represent real data
 Grouping of objects (e.g. buildings)
 Study level of continous details 
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Point Cloud Application Example – Within Buildings

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 Point based rendering example
 Aachen Cathedral based on 3D laser scans and photos
 Points are rendered as textured and blended splats
 Visualisation can run in real-time on a desktop PC 

showing 6 million splats based of a 120 million point laser scan

[10] Aachen Cathedral Point Cloud Rendering, YouTube Video
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Bremen Dataset & Locations – Attention: Your Own Copy!

 Different clusterings of the inner city of Bremen
 Using smart visualizations of the point cloud library (PCL)
 Big Bremen (81 mio points) & sub sampled Small Bremen (3 mio points)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The Bremen Dataset is encoded in the 
HDF5 format (binary)

 You need your own copy of the file in 
your home directory to cluster!

[11] Bremen Dataset
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Exercises – Explore & Copy Bremen HDF5 Datasets (binary)
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Exercises – Explore & Copy Bremen HDF5 Datasets (binary)

 Copy Bremen datasets to your own home directory (~)

 Check your home directory for the Bremen datasets

 Notice binary content
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Hierarchical Data Format (HDF)

 HDF is a technology suite that enables the work with extremely large and complex data collections 

 Simple ‘compound type‘ example: 
 Array of data records with some 

descriptive information (5x3 dimension)
 HDF5 data structure type with int(8); 

int(4); int(16); 2x3x2 array (float32)

[12] HDF@ I/O workshop

‘HDF5 file is a container’ 
to organize data objects
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HDF5 – Parallel I/O: Shared file

 Each process performs I/O to a single file
 The file access is ‘shared’ across all processors involved
 E.g. MPI/IO functions represent ‘collective operations‘

 Scalability and Performance
 ‘Data layout’ within the shared file is crucial to the performance
 High number of processors can still create ‘contention’ for file systems

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

P1 P2 P3 P4 P5

DiskDisk
DataI/O I/O I/O I/O I/O

 Parallel I/O: shared file means that processes can access their ‘own portion’ of a single file
 Parallel I/O with a shared file like MPI/IO is a scalable and even standardized solution
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HDF5 – Parallel I/O & File Systems

 Portable Operating System Interface for UNIX (POSIX) I/O 
 Family of standards to maintain OS compatibility, including I/O interfaces
 E.g. read(), write(), open(), close(), …(very old interface, some say ‘too old’)

 ‘Higher level I/O libraries’ HDF5 & NETCDF
 Integrated into a parallel application 
 Built on top of MPI I/O for portability
 Offers machine-independent

data access and data formats

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 Hierarchical Data Format (HDF) is designed to store & organize large amounts of numerical data 
 Parallel Network Common Data Form (NETCDF) is designed to store & organize array-oriented data

[13] HDF Group [14] Parallel NETCDF
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I/O with Multiple Layers and Distinct Roles

 High-Level I/O Library
 Maps application abstractions to a structured portable file format
 E.g. HDF-5, Parallel NetCDF

 I/O Middleware
 E.g. MPI I/O
 Deals with organizing access by many processes

 Parallel Filesystem
 Maintains logical space and provides efficient access to data
 E.g. GPFS, Lustre, PVFS

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[15] R. Thakur, PRACE Training, 
Parallel I/O and MPI I/O

 Parallel I/O is supported by multiple software layers with distinct roles
that are high-level I/O libraries, I/O middleware, and parallel file systems
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Exercises – Bremen HDF5 Viewer
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Review of Parallel DBSCAN Implementations

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[16] M. Goetz, M. Riedel et al., ‘On Parallel and Scalable Classification and Clustering 
Techniques for Earth Science Datasets’, 6th Workshop on Data Mining in Earth System 
Science, International Conference of Computational Science (ICCS)
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HDBSCAN Algorithm Details

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 Parallelization Strategy
 Smart ‘Big Data‘ Preprocessing 

into Spatial Cells (‘indexed‘)
 OpenMP and HDF5 parallel I/O
 MPI (+ optional OpenMP hybrid)

 Preprocessing Step
 Spatial indexing and redistribution 

according to the point localities
 Data density based chunking of 

computations

 Computational Optimizations
 Caching of point neighborhood searches
 Cluster merging based on comparisons instead of zone reclustering

[17] M.Goetz, M. Riedel et al., ‘HPDBSCAN – Highly 
Parallel DBSCAN’, MLHPC Workshop at 
Supercomputing 2015

#

ε
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Exercises – Bremen Small HPDBSCAN Runs
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

HPC Environment – Modules Revisited

 Module environment tool
 Avoids to manually setup environment information for every application
 Simplifies shell initialization and lets users easily modify their environment

 Module avail
 Lists all available modules on the HPC system (e.g. compilers, MPI, etc.)

 Module spider
 Find modules in the installed set of modules and more information

 Module load  needed before HPDBSCAN run
 Loads particular modules into the current work environment, E.g.:
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

JURECA HPC System – HPDBSCAN Job Script Example

(parameters of DBSCAN 
and file to be clustered)

 Note the tutorial reservation with –reservation= bigdata-cpu  just valid for Thursday morning

 Job submit using command:
sbatch <jobscript>

 Remember your <jobid> that is returned
from the sbatch command 

 Show status of the job then with:
squeue –u <your-user-id>
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JURECA HPC System – HPDBSCAN Job Submit

 Load module environment (once after login)

 Submit job via jobscript

 Check job status (and cancel if needed)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

(scancel might take a
second or two to take effect)
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JURECA HPC System – HPDBSCAN Check Outcome

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The outcome of the 
clustering process
is written directly into the 
HDF5 file using cluster IDs 
and noise IDs
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HDFView Example – Bremen Output

 HDFView is a visual tool for browsing and editing HDF files
 Tools is using a GUI thus needs ssh –X when log into JURECA
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Point Cloud Viewer Example – Bremen Output (1) 

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 Data formats
 Small python script to change data formats from HDF5 to PCD

 Module load PCL
 The PCL viewer application requires an SSH –X connection
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Point Cloud Viewer Example – Bremen Output (2)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 Use Strg and Mouse Wheel to Zoom and use numbers of keyboard for different visualizations
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Exercises – Bremen HPDBSCAN Check Outputs
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Bremen Dataset & Locations – Revisited

 Different clusterings of the inner city of Bremen
 Using smart visualizations of the point cloud library (PCL)
 Big Bremen (81 mio points) & sub sampled Small Bremen (3 mio points)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The Bremen Dataset is encoded in the 
HDF5 format (binary)

 You need your own copy of the file in 
your home directory to cluster!

[11] Bremen Dataset
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Exercises – Bremen Big HPDBSCAN Runs
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

HPC Environment – Modules Revisited

 Module environment tool
 Avoids to manually setup environment information for every application
 Simplifies shell initialization and lets users easily modify their environment

 Module avail
 Lists all available modules on the HPC system (e.g. compilers, MPI, etc.)

 Module spider
 Find modules in the installed set of modules and more information

 Module load  needed before HPDBSCAN run
 Loads particular modules into the current work environment, E.g.:
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

JURECA HPC System – HPDBSCAN Job Script

(parameters of DBSCAN 
and file to be clustered)

 Note the tutorial reservation with –reservation= bigdata-cpu just valid for Thursday morning

 Job submit using command:
sbatch <jobscript>

 Remember your <jobid> that is returned
from the sbatch command 

 Show status of the job then with:
squeue –u <your-user-id>
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JURECA HPC System – HPDBSCAN Check Outcome

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The outcome of the 
clustering process
is written directly into the 
HDF5 file using cluster IDs 
and noise IDs
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HPDBSCAN – Smart Domain Decomposition Example

 Parallelization Strategy
 Chunk data space equally
 Overlay with hypergrid
 Apply cost heuristic
 Redistribute points (data locality)
 Execute DBSCAN locally 
 Merge clusters at chunk edges
 Restore initial order

 Data organization
 Use of HDF5
 Cluster Id / noise ID 

stored in HDF5 file

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[17] M.Goetz, M. Riedel et al., 
‘HPDBSCAN – Highly Parallel DBSCAN’, 
MLHPC Workshop at Supercomputing 2015
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HPDBSCAN – Domain Decomposition

 Parallelization Strategy
 Chunk data space equally
 Overlay with hypergrid
 Apply cost heuristic
 Redistribute points (data locality)
 Execute DBSCAN locally 
 Merge clusters at chunk edges
 Restore initial order

 Data organization
 Use of HDF5
 Cluster Id / noise ID 

stored in HDF5 file

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[17] M.Goetz, M. Riedel et al., 
‘HPDBSCAN – Highly Parallel DBSCAN’, 
MLHPC Workshop at Supercomputing 2015
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HPDBSCAN – Scaling 

 Parallelization Strategy
 Chunk data space equally
 Overlay with hypergrid
 Apply cost heuristic
 Redistribute points (data locality)
 Execute DBSCAN locally 
 Merge clusters at chunk edges
 Restore initial order

 Data organization
 Use of HDF5
 Cluster Id / noise ID 

stored in HDF5 file

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[17] M.Goetz, M. Riedel et al., 
‘HPDBSCAN – Highly Parallel DBSCAN’, 
MLHPC Workshop at Supercomputing 2015

(DS1 = Bremen; DS2 = Twitter)
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JURECA HPC System – HPDBSCAN Check Outcome

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The outcome of the 
clustering process
is written directly into the 
HDF5 file using cluster IDs 
and noise IDs
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Bremen Big Dataset – ‘Running against the Wall‘ (1)

 Configured walltime 
 1:00 hour in jobscript; 2 nodes (4 tasks per node)

 Check job status (shortly before the hour)

 Job gets automatically cancelled by scheduler

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 In parallel & scalable machine learning one needs to adjust the walltimes of jobs to the 
complexity in processing time and/or size of the dataset (cf. Bremen small vs. Bremen big)

 Determining the right amount of walltime is not easy and mostly be best obtained by test runs
 The required walltime depends on the number of used nodes (and tasks) and is directly linked
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Bremen Big Dataset – ‘Running against the Wall‘ (2)

 Check outcome of the job

 Check error report of the job

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The partial result of clustering when terminated is not useful and should be not used anymore
 In case of termination by scheduler even HDF problems might occur that corrupt the file
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Exercises – Increasing Number of Nodes
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

JURECA HPC System – HPDBSCAN Job Script

(parameters of DBSCAN 
and file to be clustered)

 Note the tutorial reservation with –reservation= bigdata-cpu just valid for Thursday morning

 Job submit using command:
sbatch <jobscript>

 Remember your <jobid> that is returned
from the sbatch command 

 Show status of the job then with:
squeue –u <your-user-id>
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Exercises – Changing Epsilon & MinPoints Parameters
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

JURECA HPC System – HPDBSCAN Job Script

(parameters of DBSCAN 
and file to be clustered)

 Note the tutorial reservation with –reservation = bigdata-cpu just valid for Thursday morning

 Job submit using command:
sbatch <jobscript>

 Remember your <jobid> that is returned
from the sbatch command 

 Show status of the job then with:
squeue –u <your-user-id>
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Exercises – Twitter Dataset
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Twitter Dataset & Locations – Revisited

 Twitter streaming API data
 Containts 1% of all geo-tagged of the UK in June 2014 (e.g. London)

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The Twitter Dataset is encoded in the 
HDF5 format (binary)

 You need your own copy of the file in 
your home directory to cluster!

[28] Twitter Dataset
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Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

JURECA HPC System – HPDBSCAN Job Script

(parameters of DBSCAN 
and file to be clustered)

 Note the tutorial reservation with –reservation= bigdata-cpu just valid for Thursday morning

 Job submit using command:
sbatch <jobscript>

 Remember your <jobid> that is returned
from the sbatch command 

 Show status of the job then with:
squeue –u <your-user-id>
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JURECA HPC System – HPDBSCAN Check Outcome

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 The outcome of the 
clustering process
is written directly into the 
HDF5 file using cluster IDs 
and noise IDs

107 / 132



[Video] Point Clouds

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[18] Point Based Rendering of the Kaiserpfalz in Kaiserswerth, YouTube Video
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[YouTube Lectures] More about parallel DBSCANs & HPC 

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

[32] Morris Riedel, ‘Introduction to Machine Learning Algorithms‘, Invited 
YouTube Lecture, six lectures, University of Ghent, 2017
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Appendix
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Working with Vectors

 E.g. creating a vector using the concatenate function c()
 Assigning values can be done using <- and =
 Be careful with overwriting (see below, x was overwritten)

 E.g. number of elements using length()
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Useful Working Commands: List and Remove Objects

 List all already defined objects (data and functions) with ls() 

 Remove objects with rm()
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Working with Matrices

 E.g. creating a matrix using the function matrix()
 Different versions exist, here we use the function with three parameters
 It takes a number of inputs: matrix data, # roms, and # columns
 You may specify parameter names: e.g. nrow=2
 Default: filling columns, filling rows use parameter byrow=TRUE
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Working with sqrt and power

 E.g. applying each element 
of a matrix with sqrt()
 Remember: you not changing x

 E.g. applying each element 
of a matrix with power ^
 Raises each element of x to the power 2
 Remember: you not changing x
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Working with Random Variables

 E.g. creating 100 random normal variables with rnorm()

 E.g. visualizing random variables in a simple diagram with plot()
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Working with Datasets – Weather Patterns Example 

Lecture 1 – HPC Introduction & Parallel and Scalable Clustering using DBSCAN

 sample(weatherAUS)

 A snapshot of some of the data

 library(rattle) 

 Loads the Rattle package and the associated datasets into the memory
 weatherAUS

 Loads in the weatherAUS dataset 
 names(weatherAUS)

 Shows the variables Names 
 nrow(weatherAUS)

 Displays the number of rows (observations on the longest variable) 
 ncol(weatherAUS)

 Displays the number of columns (variables) 
 head(weatherAUS)

 First six records of the dataset. 
 tail(weatherAUS)

 The last six rows of the dataset. 

116 / 132



Working with data: weatherAUS

 Load the already available Dataset
 weatherAUS

 Loads in the weatherAUS dataset 
 Dataset will be listed (lots of rows)
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Weather Patterns – Get a Feel for a Dataset (1)

 Look at the names of the variables
 names(weatherAUS)

 Shows the variables Names 
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Weather Patterns – Get a Feel for the Dataset (2)

 Look at the number of variables and the number of observations
 nrow(weatherAUS)

 Displays the number of rows (observations on the longest variable) 

 ncol(weatherAUS)

 Displays the number of columns (variables) 
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Weather Patterns – Get Knowledge about the DataSet (1)

 Look at the Head
 head(weatherAUS)

 Displays first six records of the dataset
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Weather Patterns – Get Knowledge about the DataSet (2)

 Look at the Tail
 tail(weatherAUS)

 Displays last six records of the dataset
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Weather Patterns – Get Knowledge about the DataSet (2)

3. Look at the Sample
 sample(weatherAUS)

 A snapshot of some of the data
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Read tab data file (1)

 Read tab separated data from a real science project
 Often different than UCI machine learning repository datasets
 Example: measurement data with descriptive information first

 Addressing the error:
 Check if data.tab file may have descriptive information/comments
 Descriptive information is sometimes put in front of the real data set

(e.g. metadata = explaining where data was measured, by whom, etc.)
 Removing metadata works if file is properly tab separated
 What other surprised we encounter when we load the data?
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Read tab data file (2)

 Look at the names of the variables/attributes

 Look at one 
variable/attribute 
value only
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Display Head of the data
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