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Outline of the Course

Á 1. Introduction to Deep Learning

Á 2. Fundamentals of Convolutional Neural Networks (CNNs)

Á 3. Deep Learning in Remote Sensing: Challenges 

Á 4. Deep Learning in Remote Sensing: Applications

Á 5. Model Selection and Regularization 

Á 6. Fundamentals of Long Short-Term Memory (LSTM)

Á 7. LSTM Applications and Challenges 

Á 8. Deep Reinforcement Learning 
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Convolutional Neural Networks (CNNs)
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CNNs ςBasic Principles

ÁSimple applicationexample
ÁMNIST databasewritten characters

ÁUseCNN architecturewith different layers

ÁGoal: automaticclassificationof characters

Á ConvolutionalNeuralNetworks (CNNs/ConvNets) implement a connectivitypattner between
neuronsinspiredby the animalvisualcortexanduseseveraltypesof layers(convolution, pooling)

Á CNN keyprinciplesare localreceptivefields, sharedweights, andpooling(or down/sub-sampling)

Á CNNs areoptimizedto take advantageof the spatialstructure of the data

[3] A. Rosebrock
[1] M. Nielsen
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CNNs ςPrinciple Shared Weights & Feature Maps

ÁApproach
ÁCNNs usesame sharedweightsfor eachof the 24 * 24 hiddenneurons

ÁGoals: significantreductionof numberof parameters(preventoverfitting)

ÁExample: 5 * 5 receptivefieldĄ 25 sharedweights+ sharedbias

ÁFeature Map
ÁDetectsonelocalfeature

ÁE.g. 3: eachfeaturemap
isdefinedby a setof 5 * 5
sharedweightsanda single
sharedbiasleadingto 24 * 24

ÁGoal: The networkcannow
detect3 different kindof
features

ÁBenefit: learnedfeaturebeingdetectableacrossthe entire image

(shared weights are also known 
to define a kernel or filter)

[1] M. Nielsen

(many more in practice)
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The Convolution Operation

Á Assumewe aremeasuringthe locationof something, e.g. a spaceship, 
wheres(t) is its locationat time t.

Á Toreducethe effect of noisewe averageseveralmeasurementsand give
morerecentmeasurementsmoreweight than olderones.

Á Thisoperationis calledconvolutionand is denoted

Á For 2D images(discrete)
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Valid vs Same Convolution

Á 3x4 input matrixprocessed
by a 2x2 kernelwith
stride=1 that calculates
the sum of its content.

Á Validconvolutiondoes not 
exceedthe inputËs 
boundary

Á Sameconvolutionadds
paddingto maintainthe
inputËs dimensionfor each
convolutionallayer.
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Convolutional Networks
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[15] Convolutional Networks
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CNNs ςPrinciple of Pooling 

ÁΨ5ƻǿƴǎŀƳǇƭƛƴƎΨ Approach
ÁUsually applied directly after convolutional layers

Á Idea is to simplify the information in the output from the convolution

ÁTake each feature map output from the convolutional layer and 
generate a condensed feature map

Á9ΦƎΦ tƻƻƭƛƴƎ ǿƛǘƘ н ϝ н ƴŜǳǊƻƴǎ ǳǎƛƴƎ ΨƳŀȄ-ǇƻƻƭƛƴƎΨ

ÁMax-Pooling outputs the maximum activation in the 2 * 2 region

[1] M. Nielsen
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CNNs ςFully Connected Layer

Á Sigmoidal or Softmaxnormalization is a way of reducing the influence of 
extreme values or outliers in the data without removing them from the 
dataset
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[16] CERN plots
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CNNs ςPutting it all together
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[17] Convolutional Neural Networks (CNNs / ConvNets)
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CNN ςApplication Example MNIST

ÁMNIST database example
ÁFull CNN with the addition of output neurons per class of digits

ÁApply ΨŦǳƭƭȅ ŎƻƴƴŜŎǘŜŘ ƭŀȅŜǊΨ: layer connects every neuron from the 
max-pooling outcome layer to every neuron of the 10 out neurons

ÁTrain with backpropagation algorithm (gradient descent), only small 
modifications for new layers

ÁApproach works, except for some bad
training and test examples

(another indicator
that even with

cutting edge technology
machine learning never 

achieves 100% performance)[1] M. Nielsen
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CNN ςPracticals

Whatdo machinelearningresearcherhaveto do ?

ÁDetermingthe bestmethodfor machinelearningmethodfor the
respectivedata, i.e. isa CNN applicableor evendeeplearning? 
Computationalresources? Size of the datasets?

ÁPre-processing, i.e. dataaugmentation

ÁHowmanylayers, whichactivationfunctions, whichkernels

ÁExamineoutput, inference

ÁRegularization, e.g. Dropout
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Increasing number of Deep Learning Frameworks

ÁTensorFlow
ÁAn open-source software library often used

ÁSupported device types are CPU and GPU

ÁCaffe
ÁDeep learning framework made with speed and modularity in mind

ÁSwitch between CPU and GPU by setting a single flag 

ÁE.g. train on a GPU machine, then deploy to commodity clusters

ÁTheano
ÁPython library for deep learning with integration of NumPY

ÁTransparent use of GPGPUs

[7] Deep Learning Framework Comparison

[4] Tensorflow

[5] Caffe

[6] Theano

Á There are a wide variety of deep learning frameworks available that support convolutional 
neural networks and take advantage of GPGPUs, e.g. TensorFlow, Caffe, Theano
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What is a Tensor?

ÁMeaning
ÁMulti-dimensional array used in big data analysis often today

ÁBest understood when comparing it with vectors or matrices

[10] Big Data Tips, What is a Tensor?
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Tensorflow Computational Graph

ÁKeras as a High-Level Framework (on top of Tensorflow)
ÁAbstracts from the computational graph and focus on layers

ÁMachine learning algorithms as computational graph
Á{ƻƳŜǘƛƳŜǎ ŀƭǎƻ ŎŀƭƭŜŘ ΨŘŀǘŀŦƭƻǿ ƎǊŀǇƘΨ ǘƻ ŜƳǇƘŀǎƛȊŜ Řŀǘŀ ŜƭŜƳŜƴǘǎ

ÁEdges represent data (i.e. often tensors) flowing between nodes

ÁVertices / nodes are operations of various types (i.e. combination
or transformation of data flowing through the graph)

[8] A Tour of Tensorflow

(backpropagation 
algorithm traverses 
Tensorflow graph in 
reverse to compute 
this chain rule)

[4] Tensorflow

(simple nodes) (adds gradient node 
for each operation
that takes the 
gradient of the
previous link ςouter 
functions ς
and multiplies with 
its own gradient)
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Exercises ςMNIST Dataset ςCNN Model Example
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SSH Login
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Á Open https://goo.gl/tTzach
password is JSC_dl_2018

Á Log into JURECA usingyour trainXXXusername, ssh-keyandpassword

Á ForWindows userswe recommendMobaXterm
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File Copy and Modification
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Á Copythe job scriptfile
/ homea/hpclab/train001/scripts/submit_train_cnn_mnist.sh
to your localworkspace

Á Copythe Python script
/homea/hpclab/train001/tools/mnist/dl_mnist.py 
to your localworkspace

ÁModify the Job Script submit_train_cnn_mnist.sh, changingthe
path to the Python script, e.g. 
vi submit_train_cnn_mnist.sh

Á Run the scriptby executing
sbatchsubmit_train_cnn_mnist.sh
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The Job Script
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#!/bin/bash -x
#SBATCH--nodes=1
#SBATCH--ntasks=1
#SBATCH--output= mnist_out.%j
#SBATCH--error= mnist_err.%j
#SBATCH--time=01:00:00
#SBATCH--mail-user=g.cavallaro@fz-juelich.de
#SBATCH--mail-type=ALL
#SBATCH--job-name=train_mnist
#SBATCH--partition= gpus
#SBATCH--gres=gpu:1
#SBATCH--reservation=deep_learning

### location executable
MNIST=/homea/hpclab/train001/tools/mnist/dl_mnist.py

module restore dl_tutorial

### submit
python $MNIST 
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MNIST Dataset ςCNN Python Script

[9] A. Gulli et al.
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MNIST Dataset ςCNN Python Script

Á OPTIMIZER: Adam - advanced optimization 
technique that includes the concept of a 
momentum (a certain velocity component) 
in addition to the acceleration component 
of StochasticGradient Descent(SGD)

Á Adam computesindividual adaptive 
learningratesfor different parametersfrom
estimatesof first andsecondmomentsof
the gradients

Á Adam enables faster convergence at the 
cost of more computation and is currently 
recommended as the default algorithm to 
use (or SGD + NesterovMomentum)

[12] D. Kingma et al., 
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