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Outline of the Course

A| 1. Introduction to Deep Learning

A 2. Fundamentals of Convolutional Neural Networks (CNNSs)
A 3. Deep Learning in Remote Sensing: Challenges

A 4. Deep Learning in Remote Sensing: Applications

A 5. Model Selection and Regularization

A 6. Fundamentals of Long Shdgrm Memory (LSTM)

A 7.LSTM Applications and Challenges

A 8. Deep Reinforcement Learning
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Deep Learning Introduction
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Deep Learning Introduction

Where do human ideas and innovations come from ?

A Inspired by nature
- First weobserveand then we try taeplicate
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Deep Learning Introduction

Neural Networks (NNs) is an attempt at replicating neural
functions of the brain to solve problems.
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Caveat Notconsideredo be anaccuratemodelbut rather basedon how
neuronsinterconnect Furthermore we don't know well enoughhow the brain
operatesto properlyreplicateit, e.g whatis aconsciousnes?
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Artificial Neural Network (ANN)

A Acomputationalmodel of
biologicallearning

A synomouswith deep
learning

A Thenodessimulate
neuronsandthe edges
simulatesynapsesvith
weightvalues
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A Neurons modelled as perceptron's
GKFG GFANBE GKSAN
when the sum of weights crosses a
certain threshold. 5

(activation
function)

input nodes X, (bias)
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Deep Learning; Definition

A Atrtificial Intelligence
At b LR AR A, - The concept of machines being
able to carry out tasks in a way we
would consider intelligent
MACHINE LEARNING A Machine Learning
- Computer systems that improve
with experience and data
A Deep Learning
- Is a subset of machine learning
where the system is represented
as nested hierarchical features,
where each feature is defined in
relation to simpler features.

DEEP LEARNING
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Deep Learning, Introduction

A Deeplearningis a brandhat comesin manyeverincreasing
flavours It isalsoknownas:
- Cybernetic41940s)
- Neuralnetworks(1980s)
- Deeplearning(2006)

A Hasgainedtraction veryfastwith no immediatesignsof slowing
down and issometimescharacterizedas abuzzword

A It isusedfor supervisegdsemisupervisedandunsupervised
learning
- Supervisetearninguseslabelleddata
- Semisupervisedisesmostlyunlabelleddata but not all.
- Unsupervisetearningusesonlyunlabelleddata



DeepLearningc Whatis it

Google Deep Mind :
AlphaGO defeats world champuon‘,‘ .
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[1] The Deep Learning Revolution, YouTube



Deep Learning, Introduction

A Applicationareas
A Computervision
A Automaticspeechrecognition
A Naturallanguageprocessing
A Bioinformatics
A Andmuchmore...

A ItEs effectsis currentlyis both overestimatedand underestimated



Deep Learning Risks

A Very easy to fool, e.g. valversiapatches

Classifier Input Classifier Output

| ——
banana slug snail orange

(_:Iasifier Input Classifier Output

>
.

toaster banana piggy _bank  spaghetti_

[2] Tom B. Brown, DandelioMané, Aurko Roy, MartinAbadx ~ Wdza G AAdverBidltf | YISONEQ W
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Neural Networks- Timeline

1943: The first mathematical model S T (R N
of the human brain

1957: Perceptron

1965: The first multiayered network
1987: Multtlayered Perceptron
(backpropagation)

1995: Support Vector Machines
(SVMs)

1998: Gradient based learning
2006:DeepNeuralNetwork
2011:AlexNet(CNN$

2014:GenerativeAdversarial
Networks(GAN$




Deeplearning- Introduction

1950sCyberneticsCyberthe dog

[38 W/ 20SNYSGAO %22Q ¢gSo LI IS
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Neural Networks- Resurgence

The renaissance of neural networks via
deep learning, accelerated by:
A Big Data

- The first web page 1992

- 163 zettabytes (1 million petabytes) by
2025
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Big Datag Internet Users

Internet users by world region

3 billion
Europe & Central Asia
2.5 billion
2 billion = East Asia & Pacific
1.5 billion
_ Latin America &
Caribbean
1 billion
— South Asia
500 million = Morth America
_ Middle East & MNorth
Africa
= Sub-Saharan Africa
0
1095 2000 2005 2010 2015

Source: Science and Technology - World Bank (2016}

[4] Our world in data, Online
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Big Data ImageNetDataset

A DatasetimageNet
A Totalnumberof images 14.197.122

Lecture 1: Deep Learning Introduction

[5] ImageNet Web page

lizglz::l Tsiﬂif;gﬂrie z) ::E::aitmages = Total # images
amphibian g2 291 Bk

animal IoL2 732 2T95K
appliance a1 1164 SOK

bird 856 949 312K

COVering 945 2159 Tr4K

device 2385 675 1610K

fabric 262 690 181K
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Big Data ImageNetDataset

Traditional CV @ Deep Learning
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Neural Networks- Resurgence

The renaissance of neural networks via
deep learning, accelerated by:
A Big Data

- The first web page 1992

- 163 zettabytes (1 million petabytes) by
2025

A Advances in Computation
- Multi-core CPUs
- Many-core GPUs
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Advancean Computation- Multi-core CPUs

A Significantadvancesn CPU

Multicore processor

Core 1

Core 2

Coren

(or microprocessochips

L1 cache

L1 cache

L1 cache

A Multi-corearchitecturewith dual,
guad six or n processingores

Processingoresareall onone chip
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L2 cache

%

one chip

A lti-core CPWhiparchitecture

A

Mu

A Hierarchyof caches (on/off chip)
A Llcache is private teach core; orchip
A L2cache ishared; oachip

A

f“ﬁ.
L

L3 cache/DRAM

[7] Distributed & Cloud

Computing Book

L3cache or Dynamic random accesemory (DRAM); ofthip




Advancean Computation- Multi-core CPUs

A Clockrate for singleprocessors
Increasedrom 10 MHz(Intel 286
yearsto 4 GHz (Pentium 4) in
30years

Multicore processor

Core 1

Core 2

Coren

L1 cache

L1 cache

L1 cache
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L2 cache

%

one chip

A Clock rate increase with higher
5 GHzreacheda limit dueto
power limitations / heat

f“ﬁ.
L

L3 cache/DRAM

[7] Distributed & Cloud
Computing Book

A Multi-core CPWEhipshavequad, six or n processingoreson

one chipandusecachehierarchies



Advancean Computation- GPGPUs

ThegraphicsProcessing Unit (GPW$yepurposedasGeneralPurpose
GPU4GPGPUsgNndusedfor computing

Slowerthan CPUs bumore than makesup for it with sheervolume i.e.
consistsof verymanysimplecores

A Highthroughput computingoriented architecture

A Usemassive parallelism by executing a lot of concurtenéads

A Handle an ever increasing amount of multiple instruction threads

A CPUsnstead typicallyexecutea single longhread as fast apossible

Simplicityleadsto leasspower consumption

Many-core GPUs are already used in

large clusters and within massively Muliprogessor 1 Muliprocessor N | |
parallel supercomputers BlES-[E | e

- 5

Device memory

[7] Distributed & Cloud Computing Book



Advancean Computation- GPGPUs

A GPUsacceleratecomputingthru massiveparallelism with
thousandsof threads

A GPUsaredesignedo computea largenumberof floating point
operationsin parallel

A GPUacceleratorarchitectureexample- NVIDIAcard

A\ GPUsanhave256coreson onesingleGPUchip (NVIDIA TEGRA X1)
Eachcore canwork with eight threadsof instructions

GPUs ableto concurrentlyexecute256 * 8 =2048threads

Interactionand thus major (bandwidth)
bottleneck betweenCPU and GPU
ISVIamemory InteraCtlonS Multiprocessor 1 Multiprocessor N || |  ________

E.g.applications PlE-E T RR-E e

that usematrix ¢
vectormulipleation § S —

[7] Distributed & Cloud Computing Book

> > > >

GPU

>\

(other well known accelerators & mangore processors are e.g. Intel Xeon BhiNdzy W/ t | Q | LILI A
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[Video] GPGPUs &pplications

Art, Science and GPU's
Adam Savage & Jamie Hyneman

Explain Parallel Processing

<A NVIDIA.

[8] MythbustersDemo GPU versus CPU



Neural Networks- Resurgence

The renaissance of neural networks via
deep learning, accelerated by:
A Big Data

- The first web page 1992

- 163 zettabytes (1 million petabytes) by
2025

A Advances in Computation
- Multi-core CPUs
- Many-core GPUs

A Improvedarchitectureandtechniques i, e o
- ConvolutionarNeuralNetworks(CNN$ ‘Oﬁf
- RecurrentNeuralNetworks(RNN$ 6 —O—— 2|k
- GenerativeAdversariaNetworks(GAN$

X,
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The MNIST dataset

An image collection of hanrdritten 000 00060Q2@2pOOOCY 000
digits available online, with: R N A e Y R R
2422932222122 2A2A

- 333333335323 333333

A 60.000 training examples Gyt Ay sy
A 10.000 testing examples 5558559 S5655<655%55
b 6 6b e bbbace ¢éb ol

The dataset is consideredtobethe T 723773777927 12%777
fruit-fly of machinelearning. ¥ 7®&8 8P R PGTTYECE
$499999%949%9494499 9

A Best classification accuracy-date, with a 0.23% erramate, through the use
of Convolutional Neural Networks

A Support Vector Machines (SVMs) also performing well, with the lowest-error
rate of 0.56%

[9] The MNIST Database



Deep Learning Architectures

A DeepNeuralNetwork (DNN)
A Bhallowl b bagproachwith manyhiddenlayersbetweeninput/ output
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DeepNeuralNetworks (DNNS)

Output
(object identity)

3rd hidden layer
(object parts)

2nd hidden layer
(corners and
contours)

1st hidden layer
(edges)

Visible layer

(input pixels)

[10] lanGoodfellow YoshuaBengiq and AaronCourvilleW5 SSLI [ S Ny Ay 3 ¥
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DNNC¢ Feature Learnin@genefits

faces
el = DL S
{<E™ =],
y B . ‘o-—’-'°
- .rd-'-u".,

elephants chairs faces, cars, airplanes, motorbikes

A Traditionalmachinelearningappliedfeature engineering
before modeling

A Featureengineeringrequiresexpertknowledge is time-
consumingand a often long manualprocess requires
often 90%of the time in applications andis sometimes
even problem-specific

DeepLearningenablesfeature learningpromising a
massive timeadvancement

OoMmB | @ Jorv@utidhal Deled & > Lﬁ'b\
Belief Networks foiScalable |
Unsupervised_earning of Hierarchical
wSLINBaSyidldAzyaQ
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Deep Learning Architectures

A DeepNeuralNetwork (DNN)
A Bhallow b pproachwith manyhiddenlayersbetweeninput/output

A ConvolutionaNeuralNetwork (CNNsometimesConvNe}
A Connectivitypattern betweenneuronsinspiredby the visualcortex
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ConvolutionalNeural Networks

A Inspiredby connectivitypatternsbetweenneuronsin the animal
visualcortex

A Usuallybuilt with three typesof layers
- Convolutionlayersusingkernels
- Poolinglayers(downsampling
- Fullyconnectedayers(classificatiorvote)

[12] Azoft, Fully convolutional Neural Network



