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Outline of the Course

Á 1. Introduction to Deep Learning

Á 2. Fundamentals of Convolutional Neural Networks (CNNs)

Á 3. Deep Learning in Remote Sensing: Challenges 

Á 4. Deep Learning in Remote Sensing: Applications

Á 5. Model Selection and Regularization 

Á 6. Fundamentals of Long Short-Term Memory (LSTM)

Á 7. LSTM Applications and Challenges 

Á 8. Deep Reinforcement Learning 
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Deep Learning Introduction
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Deep Learning - Introduction

Where do human ideas and innovations come from ?

Á Inspired by nature
- First we observeand then we try to replicate
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Deep Learning - Introduction

Neural Networks (NNs) is an attempt at replicating neural 
functions of the brain to solve problems.

Caveat: Not consideredto be an accuratemodelbut rather basedon how
neuronsinterconnect. Furthermore, we doń t knowwell enoughhow the brain
operatesto properlyreplicateit, e.g. what is a consciousness?
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Artificial Neural Network (ANN)

Á A computationalmodelof 
biologicallearning

Á synomouswith deep
learning

Á Thenodessimulate
neuronsand the edges
simulatesynapseswith
weightvalues.

Á Neurons modelled as perceptron's 
ǘƘŀǘ άŦƛǊŜέ ǘƘŜƛǊ ŀŎǘƛǾŀǘƛƻƴ ŦǳƴŎǘƛƻƴ 
when the sum of weights crosses a 
certain threshold.
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Deep Learning ςDefinition

Á Artificial Intelligence
- The concept of machines being 
able to carry out tasks in a way we 
would consider intelligent

Á Machine Learning
- Computer systems that improve 
with experience and data

Á Deep Learning
- Is a subset of machine learning 
where the system is represented 
as nested hierarchical features, 
where each feature is defined in 
relation to simpler features.
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Deep Learning ςIntroduction

Á Deeplearningis a brand that comesin manyever-increasing
flavours. It is alsoknownas:
- Cybernetics(1940s)
- Neuralnetworks(1980s)
- Deeplearning(2006)

Á Hasgainedtraction veryfast with no immediatesignsof slowing
downand is sometimescharacterizedas a buzzword

Á It is usedfor supervised, semi-supervisedand unsupervised
learning.
- Supervisedlearninguseslabelleddata
- Semi-supervisedusesmostlyunlabelleddata but not all.
- Unsupervisedlearningusesonlyunlabelleddata
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DeepLearning ςWhat is it

[1] The Deep Learning Revolution, YouTube
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Deep Learning ςIntroduction

ÁApplicationareas
ÁComputer vision

ÁAutomaticspeechrecognition

ÁNatural languageprocessing

ÁBioinformatics

ÁAnd muchmore...

Á ItËs effectsis currentlyis both overestimatedand underestimated.
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Deep Learning Risks

ÁVery easy to fool, e.g. via adversialpatches

[2] Tom B. Brown, Dandelion Mané, AurkoRoy, Martín AbadiΣ Wǳǎǘƛƴ DƛƭƳŜǊΣ ΨAdversialtŀǘŎƘΩ
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Neural Networks - Timeline

Á 1943: The first mathematical model 
of the human brain

Á 1957: Perceptron

Á 1965: The first multi-layered network

Á 1987: Multi-layered Perceptron 
(backpropagation)

Á 1995: Support Vector Machines 
(SVMs)

Á 1998: Gradient based learning

Á 2006: DeepNeuralNetwork

Á 2011: AlexNet(CNNs)

Á 2014: GenerativeAdversarial
Networks(GANs)
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DeepLearning- Introduction

1950s Cybernetics: Cyberthe dog

[3ϐ Ψ/ȅōŜǊƴŜǘƛŎ ½ƻƻΩ ǿŜō ǇŀƎŜ
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Neural Networks - Resurgence

The renaissance of neural networks via 
deep learning, accelerated by:

ÁBig Data
- The first web page 1992
- 163 zettabytes (1 million petabytes) by 
2025 
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Big Data ςInternet Users

[4] Our world in data, Online
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Big Data - ImageNetDataset

ÁDataset: ImageNet
ÁTotal numberof images: 14.197.122

[5] ImageNet Web page
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Big Data - ImageNetDataset

ώсϐ WΦ 5Ŝŀƴ Ŝǘ ŀƭΦΣ Ψ[ŀǊƎŜ-{ŎŀƭŜ 5ŜŜǇ [ŜŀǊƴƛƴƎΩ
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Neural Networks - Resurgence

The renaissance of neural networks via 
deep learning, accelerated by:

ÁBig Data
- The first web page 1992
- 163 zettabytes (1 million petabytes) by 
2025 

Á Advances in Computation
- Multi-core CPUs
- Many-core GPUs
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ÁSignificantadvancesin CPU 
(or microprocessorchips)
ÁMulti -core architecturewith dual, 

quad, six, or n processingcores

ÁProcessing coresareall on onechip

ÁMulti-core CPU chiparchitecture
ÁHierarchy of caches (on/off chip)

ÁL1 cache is private to each core; on-chip

ÁL2 cache is shared; on-chip

ÁL3 cache or Dynamic random access memory (DRAM); off-chip

Advancesin Computation- Multi -core CPUs

one chip

[7] Distributed & Cloud 
Computing Book
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ÁClock-rate for singleprocessors
increasedfrom 10 MHz (Intel 286) to 4 GHz (Pentium 4) in 30 
yearsto 4 GHz (Pentium 4) in 
30 years

ÁClock rate increase with higher 
5 GHz reached a limit due to 
power limitations / heat

ÁMulti-core CPU chipshavequad, six, or n processingcoreson 
onechipandusecachehierarchies

Advancesin Computation- Multi -core CPUs

one chip

[7] Distributed & Cloud 
Computing Book
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Advancesin Computation- GPGPUs

Á The graphicsProcessing Unit (GPU) is repurposedasGeneral-Purpose
GPUs (GPGPUs) andusedfor computing. 

Á Slowerthan CPUs but more than makesup for it with sheervolume, i.e. 
consistsof verymanysimple cores
ÁHigh throughput computing-oriented architecture 

ÁUse massive parallelism by executing a lot of concurrent threads

ÁHandle an ever increasing amount of multiple instruction threads

ÁCPUs instead typically execute a single long thread as fast as possible

Á Simplicityleadsto leasspowerconsumption

ÁMany-core GPUs are already used in 
large clusters and within massively 
parallel supercomputers

[7] Distributed & Cloud Computing Book

Lecture 1: Deep Learning Introduction 21 / 55 



Advancesin Computation- GPGPUs

ÁGPUs acceleratecomputingthru massive parallelism, with
thousandsof threads.

ÁGPUs aredesignedto computea large numberof floatingpoint
operationsin parallel

ÁGPU acceleratorarchitectureexample- NVIDIA card
ÁGPUs canhave256 coreson onesingleGPU chip(NVIDIA TEGRA X1)

ÁEachcorecanwork with eight threadsof instructions

ÁGPU isableto concurrentlyexecute256 * 8 = 2048 threads

Á Interaction and thus major (bandwidth) 
bottleneck between CPU and GPU 
is via memory interactions

ÁE.g. applications
that usematrixς
vectormultiplication

[7] Distributed & Cloud Computing Book

(other well known accelerators & many-core processors are e.g. Intel Xeon Phi ĄǊǳƴ Ψ/t¦Ω ŀǇǇƭƛŎŀǘƛƻƴǎ ŜŀǎƛŜǊύ
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[Video] GPGPUs & Applications

[8] MythbustersDemo GPU versus CPU
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Neural Networks - Resurgence

The renaissance of neural networks via 
deep learning, accelerated by:

ÁBig Data
- The first web page 1992
- 163 zettabytes (1 million petabytes) by 
2025 

Á Advances in Computation
- Multi-core CPUs
- Many-core GPUs

Á Improvedarchitectureand techniques
- ConvolutionanNeuralNetworks(CNNs)
- RecurrentNeuralNetworks(RNNs)
- GenerativeAdversarialNetworks(GANs)
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The MNIST dataset

[9] The MNIST Database

An image collection of hand-written 
digits available online, with:

Å 60.000 training examples
Å 10.000 testing examples

The dataset is considered to be the 
fruit-fly of machine-learning.

Å Best classification accuracy to-date, with a 0.23% error-rate, through the use 
of Convolutional Neural Networks 

Å Support Vector Machines (SVMs) also performing well, with the lowest error-
rate of 0.56% 
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Deep Learning Architectures

ÁDeepNeuralNetwork (DNN)
ÁΨShallow!bbΨ approachwith manyhiddenlayersbetweeninput/output
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DeepNeuralNetworks (DNNs)

[10] Ian Goodfellow, YoshuaBengio, and Aaron CourvilleΨ5ŜŜǇ [ŜŀǊƴƛƴƎΨ
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DNN ςFeature Learning Benefits

ώммϐ IΦ [ŜŜ Ŝǘ ŀƭΦΣ ΨConvolutional Deep 
Belief Networks for Scalable 
Unsupervised Learning of Hierarchical 
wŜǇǊŜǎŜƴǘŀǘƛƻƴǎΩ

Á Traditional machinelearningappliedfeature engineering
before modeling

Á Feature engineeringrequiresexpert knowledge, is time-
consuminganda often longmanualprocess, requires
often 90% of the time in applications, and is sometimes
evenproblem-specific

Á DeepLearning enablesfeature learningpromising a 
massive time advancement
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Deep Learning Architectures

ÁDeepNeuralNetwork (DNN)
ÁΨShallow!bbΨ approachwith manyhiddenlayersbetweeninput/output

ÁConvolutionalNeuralNetwork (CNN, sometimesConvNet)
ÁConnectivity pattern betweenneuronsinspiredby the visualcortex
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ConvolutionalNeuralNetworks

Á Inspiredby connectivitypatternsbetweenneuronsin the animal
visualcortex.

ÁUsuallybuilt with three typesof layers:
- Convolutionlayersusingkernels
- Pooling layers(downsampling)
- Fullyconnectedlayers(classificationvote)

[12] Azoft, Fully convolutional Neural Network
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